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MnCr2O4 spinel is a component of the multilayered oxide film which forms atop 

austenitic steel alloys under high-temperature corrosion conditions. The 

thermodynamics and kinetics of cationic and anionic point defects in this spinel are 

examined through density functional theory calculations. To model the physical 

conditions of the corrosion process more closely, temperature is accounted for by 

adjusting the chemical potential of each species to fit experimentally determined values. 

We find that manganese is the most mobile species - migrating through the lattice via a 

vacancy mediated mechanism. Oxygen migration can occur via vacancy mediated or 

three-body interstitial mechanisms with similarly low barrier heights, highlighting the 

possibility of oxide growth at the film/alloy interface due to the high oxygen permeability. 

Furthermore, a selection of more complex migration mechanisms involving substitution 

and antisite defects are evaluated for their potential contribution to cation mobility.  

Phyllosilicate clay minerals have been proposed as a possible buffer material to 

be used in deep geological repositories containing high-level waste and used nuclear 

fuel. Here, we characterize how ions interact with two types of adsorption sites present 
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in these clays: MgAl’ substitutions and undercoordinated edge surface atoms. We 

consider multiple structural models representative of the local environments that ions in 

these systems are likely to encounter. Using molecular dynamics simulation with the 

CLAYFF potential, we investigate the spatial distribution, interlayer composition, and 

residence times of Na+ and Cl- ions as radionuclide analogs in pyrophyllite and 

montmorillonite to identify the most favorable conditions for sequestration. The most 

significant factor impacting ion adsorption is found to be the localization of charge 

density at substitution sites. 

Disordered rocksalt (DRX) materials are a promising new high entropy oxide 

system to create advanced cathodes for Li-ion batteries. While there are promising 

results showing significant improvements in capacity relative to conventional layered 

transition metal oxide cathodes, short range order (SRO) induced by charge discharge 

cycling degrades the reversible capacity. Density functional theory (DFT) and novel 

crystal graph neural network methods are employed to predict SRO formation and 

screen a wide compositional space for new materials capable of resisting SRO 

formation during cycling.   
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CHAPTER 1  
INTRODUCTION 

1.1 Overview 

Rapid growth in raw computational power and expanded access in the era of 

cloud computing has been a tremendous boon for research scientists in all domains. 

Computer simulations of real physical systems can serve as a valuable complement to 

experiments in situations where achieving a desired measurement is costly, dangerous, 

or time consuming. Historically, the cost of computational resources has limited what 

was deemed reasonable or even possible to offload to simulation, but the 

commoditization of “compute” in the modern era has drastically changed that calculus 

[1]. The field of materials science is well suited to benefit from significant investment in 

simulation.  

With interesting problems to solve at length scales ranging from Angstroms to 

meters, no single technique is flexible to be applicable in all situations. However, the 

problem becomes more tractable when the physical phenomena associated with each 

length scale are framed as a hierarchy. At the bottom, quantum mechanical effects 

control interactions between individual atoms and can be reasonably considered up to 

about 10 nm. To address problems on this scale, we have ab-inito methods like density 

functional theory (DFT) which offer the highest fidelity at the greatest computational 

cost. Stepping beyond that, interactions on the order of 1000 nm are better served by 

classical atomistic methods like molecular dynamics (MD) which approximates 

individual atoms as classically interacting particles thus losing the quantum mechanical 

accuracy of DFT but gaining a tremendous amount in maximum system size. Further up 

still is the mesoscale which is on the order of 10 μm. Methods such as phase-field 
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modeling commonly operate at this level. The top of the hierarchy may be referred to as 

the engineering scale which includes methods such as finite element modeling (FEM) 

where the subject of the simulation would be easily perceptible to the human eye. The 

choice of a simulation methodology is ultimately a decision of efficient trade-offs 

depending on the property that needs to be calculated and the accuracy required to 

make the prediction useful.  

In this dissertation, simulation is used across multiple length scales highlighting 

the strengths of each tier of the hierarchy. DFT is used to evaluate high fidelity kinetic 

barriers of point defects in an oxide film which ultimately informs diffusivity over the 

mesoscale. MD simulation is used to probe dynamical properties of flexible molecules 

and an aqueous solution interacting with nanoscale representation of clay buffer 

materials. Lastly, emerging machine learning (ML) methods which achieve near-DFT 

accuracy at a fraction of the computational cost are applied to an emerging class of 

cathode materials to advance Li-ion battery performance.   

1.2 High Temperature Corrosion of Stainless Steel Alloys 

The cost of corrosion damage in the United States alone is estimated to be 

upwards of $276 billion annually [2]. Materials failure instigated by corrosion damage 

tends to result in abrupt brittle fracture, through stress corrosion cracking, making the 

problem a safety hazard as well as an economic drain. Corrosion can be particularly 

impactful in high-tech industrial applications such as aerospace or nuclear energy 

where materials are pushed to their limits to maximize performance. In these fields, 

austenitic stainless steel alloys are ubiquitous structural materials due to their unique 

balance of mechanical robustness, cost, and of course, corrosion resistance. Under 

standard conditions, austenitic steels are highly resilient to corrosion damage. However, 
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in the extreme environmental conditions required to operate these cutting-edge 

technologies, the resistance can quickly degrade [3], [4], [5]. 

 The standard model for understanding how stainless steels are passivated relies 

heavily on the behavior of Cr near grain boundaries. Under standard conditions, Cr is an 

excellent passivating agent and its relatively high availability in the steel matrix (usually 

> 16 wt. %) means that it can preferentially oxidize to form a passive surface film that 

protects the Fe. However, at higher temperatures in the range of 600 – 800 ºC, the alloy 

undergoes a process known as sensitization in which the Cr tends to migrate to the 

grain boundaries and form Cr23C6 precipitates. This migration leaves the region near the 

grain boundary depleted in Cr which limits the ability to form a passivating layer. The 

critical Cr composition below which passivation begins to fail is reported as 12 wt. % [6]. 

 Recent experimental work has shown that the oxide film which develops atop 

austenitic steel alloys exposed to high temperature (> 700 ºC) tends to have a layered 

structure as shown in Figure 1-1. Not only does the total thickness of the oxide grow 

over time, but the relative amounts of each layer change. This presents an interesting 

question about what the rate limiting mechanisms are that control oxide growth and the 

migration of cations and oxygen between layers. 
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Figure 1-1. Change in oxide thickness as a function of exposure time. (Adapted from I. 

Abdallah et al., Corros. Sci., 2022 [7]) 

From inspection of Figure 1-1, the MnCr2O4 phase mediates the flow of cations 

coming from the bulk alloy below to the outermost oxide surface. This presents the 

challenge of characterizing kinetic barriers to migration through this complex spinel 

phase in order to fully understand the atomistic mechanisms driving oxide growth. By 

evaluating migration barrier heights of point defects through this phase it is possible to 

inform a hierarchical model that can operate on engineering time and length scales to 

predict how the layers ultimately equilibrate.  

1.3 Functionalized Clay Buffer Materials for Radionuclide Sequestration 

 Nuclear energy offers a promising way to achieve low-emission energy 

independence in an era where energy consumption is growing rapidly [8], [9]. While the 

technology is capable of producing tremendous amounts of energy, the question of how 

to manage the dangerous high level waste (HLW) products it generates poses a great 

challenge to researchers. One technique that has been adopted by multiple nations with 
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established nuclear energy programs is the use of deep geological repositories to hold 

the waste packages [10], [11]. A schematic of such a repository is presented in Figure 

1-2. These HLW waste packages contain radioactive fission products such as iodine-

129 and technetium-99 which can take the take the form of aqueous pertechnetate 

(TcO4
-), iodate (IO3

-), and iodide (I-) [12]. Therefore, any proposed storage solution must 

remain stable for hundreds of years, withstand the radiation damage, and prevent the 

leeching of radionuclides which could pollute groundwater sources. 

 

Figure 1-2. Schematic depicting the components of a deep geological repository for 
HLW disposal. (Adapted from Y. G. Chen et al., Environ Earth Sci., 2016 [13]) 

 One crucial component of the geological storage system is the use of a clay 

buffer material to insulate the waste package from the surrounding geosphere. Clays 

are uniquely well suited to the task because they are abundant in the earth’s crust, can 

swell to limit the influx of groundwater, and they are stable over the extended timescales 

required to neutralize the radioactive load. Recent work has shown that the radionuclide 

sequestration performance of the clay buffer can be optimized by functionalizing the 

structure with bare metallic cations and long-chain alkylammonium molecules [14]. This 
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finding presents an interesting opportunity to investigate the precise atomistic 

mechanisms driving the improved sequestration performance. 

1.4 High Entropy Li-Oxide Cathode Materials 

 The energy storage capacity of modern Li-ion batteries has become a bottleneck 

in building the infrastructure required to power a stable energy grid using renewable 

sources of energy. To break through this limitation researchers are turning to entirely 

new material systems to improve the energy density of future battery technologies. One 

novel material being considered is high entropy oxides (HEO) with excess Li 

concentration. These prospective materials are promising candidates due to the ability 

to exploit both cation (Mn3+/4+) and anion (O2-/F-) redox reactions (Figure 1-3), the vast 

compositional space that can be tailored to optimize performance, and the possibility to 

develop efficient compositions that exclude highly polluting or inaccessible transmission 

metal components [15]. One particular crystal structure which has been popularized in 

the literature is rocksalt. On the rocksalt lattice, cation disorder can contribute to 

improved Li permeation while the anion sublattice is often left as pure O or may be 

doped with a small fraction of F [16]. This structural motif is commonly referred to as 

disordered rocksalt (DRX). 
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Figure 1-3. Charge discharge diagram depicting the improved energy capacity of Li-
HEO batteries surpassing the Mn redox limit denoted by the vertical dashed line. 

(Adapted from M. A. Jones et al., Chem. Comm., 2019 [17]) 

 Despite promising capacity measurements in lab experiments [18], [19], the 

sintering process when synthesizing these materials tends to induce short range order 

(SRO) into the cation lattice which can have deleterious effects on the mobility of Li. 

This effect is exacerbated during charge/discharge cycles which tend to result in larger 

clusters of Li that reduce the fraction of Li available to migrate through the lattice and 

contribute to ion conductivity. The consequences of this behavior are well understood 

from an experimental perspective, but atomistic details of the structural and 

compositional factors which contribute to SRO formation have not been fully 

investigated. This challenge presents an opportunity to use computational methods to 

accelerate the screening of new compositions for experimentalists to synthesize and to 

contribute to the theory of SRO formation with detail at the atomic scale.
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CHAPTER 2  
COMPUTATIONAL METHODS 

2.1 Density Functional Theory 

2.1.1 Foundational Principles 

 Density functional theory (DFT) is a quantum mechanical method to compute the 

electronic structure of a system of atoms. It strikes a balance between computational 

cost and consistency with physical measurement that makes it a highly effective tool to 

study both molecules and crystalline matter. In its original formulation, DFT relies on the 

concept of electron density to compute the ground state properties of a system. In 

application to solid state physics and quantum chemistry, most methodologies rely on 

the time-independent, non-relativistic Schrödinger equation (Equation 2-1) to evaluate 

the total energy of a system. 

𝐻̂𝛹𝑖(𝑥⃗1, … , 𝑥⃗𝑁 , 𝑅⃗⃗1, … , 𝑅⃗⃗𝑀) = 𝐸𝑖𝛹𝑖(𝑥⃗1, … , 𝑥⃗𝑁 , 𝑅⃗⃗1, … , 𝑅⃗⃗𝑀) (2-1) 

In this equation, 𝐻̂ is the Hamiltonian of a system containing 𝑀 nuclei and 𝑁 electrons, 

Ψ𝑖 is the eigenstate wavefunction, and 𝐸𝑖 is the eigenvalue.  

 The substantial difference between the mass of the nuclei and electrons leads to 

a commensurate difference in their velocities. Because of this difference, we can model 

the system as electrons moving through a field of fixed nuclei. This development yields 

a key approximation in our understanding of quantum mechanics – the Born-

Oppenheimer approximation [20]. The approximation states that the nuclear kinetic 

energy is zero and the nuclear potential energy is time dependent under the assumption 

that electron wavefunctions are equilibrated with respect to the nucleus. Applying this 

approximation, we can represent the reduced electronic Hamiltonian (𝐻̂𝑒) in the 

following way: 
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𝐻̂𝑒 = [−
ℏ2

2𝑚𝑒
∑ ∇𝑖

2 + ∑
𝑍𝐼𝑒2

|𝑟𝑖−𝑅𝐼|
+

1

2
∑

𝑒2

|𝑟𝑖−𝑟𝑗|𝑖≠𝑗𝑖,𝐼
𝑁
𝑖 ] = 𝑇̂ + 𝑉̂𝑁−𝑒 + 𝑉̂𝑒−𝑒 (2-2) 

where the subscripts 𝑖 and 𝑗 index the 𝑁 electrons in the system and the subscript 𝐼 

indexes the nuclei in the system. 𝑚𝑒 is the mass of one electron, 𝑍𝐼 is the atomic 

number of nucleus 𝐼, and the vectors 𝑟𝑖 and 𝑅⃗⃗𝐼 refer to the spatial coordinates of the 

electrons and nuclei respectively. Equation 2-2 can be broken down into three 

components: kinetic energy of the electrons (𝑇̂), electrostatic interactions between 

nuclei and electrons (𝑉̂𝑁−𝑒), and the repulsive potential between two electrons (𝑉̂𝑒−𝑒). To 

this point, all equations have been defined in terms of a wavefunction which has the 

limitation of being an unobservable quantity. Instead, we can utilize the Hamiltonian’s 

reliance on the number of electrons in a system to reformulate these relations in terms 

of electron density, which is an observable quantity. To connect these quantities, we 

express the number of electrons 𝑁 as the integral of the electron density ρ over all 

space as shown in Equation 2-3. 

𝑁 = ∫ 𝜌(𝑟)𝑑𝑟  (2-3) 

Electron density may be better understood as the probability of finding an electron 

within a unit volume at a specific position in space. This is expressed below in Equation 

2-4: 

𝑛(𝑟) = ∑ 𝛹𝑖
∗(𝑟)𝛹𝑖(𝑟)𝑖  (2-4) 

where Ψ𝑖
∗ is the complex conjugate of the waveform Ψ𝑖. 

 The Hohenberg-Kohn theorems provide the next step in understanding the 

foundations of DFT - specifically the Existence Theorem and the Variational Theorem 

[21]. The Existence Theorem states that the external potential (𝑣𝑒𝑥𝑡) of an N-electron 

system is a unique functional of the ground state electron density 𝑛0. It goes on to 



 

28 

describe that in a uniform electron gas, the external potential exists as a uniformly 

distributed positive charge, while in a molecule, the external potential creates an 

attraction to the nuclei. Following these constraints, the total energy of a system can be 

expressed according to Equation 2-5. 

𝐸[𝜌] = 𝐸𝑁−𝑒[𝜌] + 𝑇[𝜌] + 𝐸𝑒−𝑒[𝜌] (2-5) 

The Variational Theorem states that the functional which produces the ground state 

energy of system results in the lowest energy if and only if the input density is the true 

ground state density (𝐸0 ≤  𝐸[𝜌̃]). Therefore, for any candidate density (𝜌̃) which 

satisfies the necessary boundary conditions, the energy returned by Equation 2-5 

represents an upper bound of the true ground state energy 𝐸0. 

 The next foundational principal is that of the Kohn-Sham equations [22]. Kohn 

and Sham made the advancement of applying the Hamiltonian operator to a system of 

non-interacting electrons after coming to the conclusion that such an expression would 

be considerably simpler. The revised Hamiltonian has the following properties which 

make it more computationally feasible: it can be expressed as a sum of one-electron 

operators, its eigenfunctions are Slater determinants of the individual one-electron 

eigenfunctions, and its eigenvalues are the sum of the one-electron eigenvalues. The 

Kohn-Sham equations can be expressed as follows: 

[−
ℏ2∇2

2𝑚
+ 𝑣𝑒𝑥𝑡(𝑟) + 𝑣𝐻(𝑟) + 𝑣𝑥𝑐(𝑟)] 𝜙𝑖 = 𝜀𝑖𝜙𝑖(𝑟) (2-6) 

 where 𝜙𝑖 represents the single particle orbitals of the non-interacting system, the 

Hartree potential (𝑣𝐻 = 𝑒2 ∫
𝑛(𝑟)

|𝑟−𝑟′|
𝑑3𝑟′) represents the Coulombic repulsion between 

particles, and the non-classical corrections to the electron-electron repulsion energy are 
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described by the exchange-correlation potential (𝑣𝑥𝑐 =
𝛿𝐸𝑥𝑐[𝑛]

𝛿𝑛
). This DFT formulation is 

the most widely used electronic structure method due to its computational efficiency and 

high fidelity. In fact, Kohn-Sham DFT (KS-DFT) would be able to perfectly describe the 

electron density and ground state energy of a system if exact exchange-correlation 

energy could be given. In practice, exact exchange-correlation energies are not known 

and thus exist as the only term in KS-DFT which must be approximated [23], [24], [25].   

2.1.2 Exchange-Correlation Functionals 

 As stated in Chapter 2.1.1, KS-DFT relies on approximate exchange-correlation 

energies in order to predict the electron density and ground state energy of a system of 

atoms. These energies are provided in the form of functionals which may take as inputs 

a number of functions beyond just local electron density, such as derivatives of density, 

to improve their fidelity relative to physical measurements. Using this approach of 

including additional inputs to formulate the exchange-correlation energy, a hierarchy of 

methods has been established which increases in both complexity and fidelity. The first 

rung of this so-called “Jacob’s ladder” is the Hartree level of theory [24], but the highest 

level of theory would be considered chemical accuracy which is broadly described as 

having an error of less than 1 kcal/mol. The lower levels of the hierarchy can be 

generalized in the following equation: 

𝐸𝑥𝑐[𝑛↑, 𝑛↓] = ∫ 𝑑3𝑟𝑛𝜀𝑥𝑐(𝑛↑, 𝑛↓, ∇↑, ∇↓, 𝜏↑, 𝜏↓) (2-7) 

where 𝑛↑ and 𝑛↓ are the up and down electron spin densities respectively, 𝜀𝑥𝑐 is the 

exchange-correlation energy density per unit volume, 𝑛(𝑟) = 𝑛↑(𝑟) + 𝑛↓(𝑟) is the total 

density, and 𝜏𝜎(𝑟) = ∑
1

2
|∇𝛹𝑖𝜎(𝑟)|2𝑜𝑐𝑐𝑢𝑝

𝑖  is the kinetic energy density for the occupied KS 

orbitals 𝛹𝑖𝜎(𝑟). Additionally, each KS orbital is a nonlocal functional of the density 𝑛𝜎(𝑟).  



 

30 

The lowest level of the hierarchy is called the local density approximation (LDA) and 

is obtained by removing the ∇𝑛 and 𝜏 terms from Equation 2-7. LDA can also be 

expanded to treat up and down spin densities independently in which it is referred to as 

the local spin density approximation (LSDA). The LDA is an exact solution for any 

uniform electron gas. When applied to real material systems, it tends to minimize 

electron density inhomogeneity and overestimate bond strengths when bond lengths 

are close to their equilibrium values [22], [26], [27], [28]. 

The generalized gradient approximation (GGA) is the next level in the hierarchy [23], 

[29], [30]. Under this approximation, only the 𝜏 term of Equation 2-7 is dropped. As the 

name suggests, the gradient of the electron density remains an input parameter. This 

treatment tends to predict weaker bonds in real materials. Furthermore, the GGA may 

not be able to predict accurate energies and geometries simultaneously depending on 

the construction of the density gradient [31]. More precisely, GGA is incapable of 

accurately satisfying the slowly varying density limit in extended systems and the strict 

lower bound on the exchange energy of a single-orbital system simultaneously [25]. In 

practice, this often requires simulations to be run in two parts where an initial structural 

relaxation is conducted to achieve an appropriate input geometry and a subsequent 

single point calculation is done to produce the most accurate total energy value. A 

variety of GGA functionals are available such as Perdew-Wang91 (PW91) [28], Perdew-

Burke-Ernzerhof (PBE) [30], and Armiento-Mattsson05 (AM05) [32], [33], but the PBE is 

widely regarded as a balanced solution to both structural relaxation and total energy 

prediction. Higher order functionals exist which are capable of achieving near chemical 

accuracy for specific physical phenomena, but PBE-GGA is the functional used 
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consistently throughout all DFT portions of this work so descriptions of higher levels of 

theory are considered out of scope. 

2.1.3 DFT+U Approximation 

While the PBE-GGA DFT formalism has proven to be effective in simulating low Z 

elements, it struggles to accurately model compounds which have partially filled d- and 

f-shells. The theory fails because electron tunneling may be suppressed by Coulombic 

repulsion between electrons which causes the motion of electrons to become strongly 

correlated if the amplitude of tunneling is less than or equal to the Hubbard U term. The 

Hubbard U term describes the energy of repulsion between electrons occupying the 

same atomic shell. The +U approximation was initially developed to rectify Coulombic 

interactions between 5f electrons in uranium oxide and 3d electrons in nickel oxide [34], 

[35]. To accurately describe Coulombic interactions between f and d electrons, orbital 

degeneracy must be considered by using the following Hamiltonian: 

𝐻̂ =
𝑈̅

2
∑ 𝑛̂𝑚,𝜎𝑛̂𝑚′,−𝜎𝑚,𝑚′,𝜎 +

(𝑈̅−𝐽)̅

2
∑ 𝑛̂𝑚,𝜎𝑛̂𝑚′,−𝜎𝑚≠𝑚′,𝜎  (2-8) 

where the sum is taken over projections of the orbital momentum, 𝑈̅ and 𝐽 ̅are the 

spherically averaged matrix elements of the screened Coulomb electron-electron 

interaction [34], [35]. Dudarev et al. [35] derived the matrix for the effective +U potential 

as shown in the following: 

𝑉𝑗𝑙
𝜎 ≡

𝛿𝐸𝐿𝑆𝐷𝐴+𝑈

𝛿𝜌𝑙𝑗
𝜎 =

𝛿𝐸𝐿𝑆𝐷𝐴

𝛿𝜌𝑙𝑗
𝜎 + (𝑈̅ − 𝐽)̅[

1

2
𝛿𝑗𝑙 − 𝜌𝑗𝑙

𝜎 ] (2-9) 

where 𝜌𝑙𝑗
𝜎  is the density matrix of electrons which occupy partly filled shells. The total 

energy of the system can be expressed in terms of its Kohn-Sham eigenvalues {𝜀𝑖}. 

𝐸𝐿𝑆𝐷𝐴+𝑈 = 𝐸𝐿𝑆𝐷𝐴[{𝜀𝑖}] +
(𝑈̅−𝐽)̅

2
∑ 𝜌𝑙𝑗

𝜎 𝜌𝑗𝑙
𝜎

𝑙,𝑗,𝜎  (2-10) 
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The Hubbard correction influences the dispersion of electron states which can lead to 

the introduction of a band gap in an otherwise metallic band structure. This band gap 

formation is a function of the chosen +U parameter. The correction term can also impact 

the total energy of the system by altering the position of the minimum in the total energy 

functional from Equation 2-10 which may change the equilibrium geometry of the 

system. Despite the benefits that the +U approximation can provide; it does introduce a 

new approximation. Typically, the 𝑈̅ and 𝐽 ̅values are determined by fitting to relevant 

experimental data for the physical properties of interest.  

2.1.4 Plane-Wave Basis Set 

 The KS-DFT formalism requires basis sets, which represent the electronic wave 

function, to formulate the underlying physics as a set of algebraic expressions which 

can be solved numerically. A plane-wave basis is set is typically used for condensed 

matter applications because they are well suited for periodic boundary conditions. Using 

the plane-wave basis set scheme requires the addition of a pseudopotential to model 

the behavior of atomic core electrons (electrons which are not involved in bonding). The 

pseudopotential implementation used in this work is the projector augmented wave 

method (PAW) [36], [37]. The PAW one-electron orbitals (Ψ𝑛) are modeled by the 

following equation: 

𝛹𝑛⟩ = 𝛹̃𝑛⟩ + ∑ (𝜑𝑖⟩ − 𝜑̃𝑙⟩)⟨𝑝𝑖|𝛹̃𝑛⟩𝑖   (2-11) 

where the pseudo orbitals (Ψ̃𝑛) are variational quantities expanded in plane waves. The 

all-electron and pseudo partial waves are represented by 𝜑𝑖 and 𝜑̃𝑙 respectively. These 

waves serve as additional local basis functions that are nonzero valued within the atom-

centered PAW spheres. Between two atomic sites, the one-electron and pseudo orbitals 
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are identical with the pseudo orbital operating as a mathematical tool to approximate the 

true wave function.  

2.1.5 Spin-Orbit Coupling 

 Spin-orbit coupling (SOC) is defined as the relativistic interaction between a 

particle’s spin and its movement through a potential. This phenomenon has significant 

implications in modeling the motion of electrons around a charged nucleus. In first 

principles calculations, we have the option to toggle this effect on or off. In this work, all 

DFT calculations are spin-polarized and thus include the effect of this interaction. 

Considering SOC leads to a change in energy as a function of the orientation of each 

atom’s magnetic moment. This allows for the study of magnetic ground states, i.e., 

probing the favorability of an antiferromagnetic orientation relative to a ferromagnetic 

one for an identical site geometry. 

 Under the PAW formalism, the effect of SOC can be reduced to the following all-

electron one-center contribution: 

𝐻̃𝑆𝑂𝐶 = ∑ 𝑝𝑖⟩𝑖𝑗 ⟨𝜑𝑖|𝐻𝑆𝑂𝐶|𝜑𝑗⟩⟨𝑝𝑗 (2-12) 

Using the zeroth-order regular approximation [38], the Hamiltonian is given by 𝐻𝑆𝑂𝐶
𝛼𝛽

∝

 𝜎⃗ ∙ 𝐿⃗⃗ where 𝜎⃗ is the Pauli spin operator and 𝐿⃗⃗ is the angular momentum operator. The 

matrix elements of 𝐻𝑆𝑂𝐶 are calculated in the following way: 

𝐸𝑆𝑂𝐶
𝑖𝑗

= 𝛿𝑅𝑖
𝛿𝑅𝑗

𝛿𝑙𝑖𝑙𝑗
∑ ⟨𝜑𝑖|𝐻𝑆𝑂𝐶

𝛼𝛽
|𝜑𝑖⟩𝛼𝛽   (2-13) 

where 𝑅𝑖 represents the center of an atomic site and 𝛼 and 𝛽 represent the spin-up and 

spin-down components of the two-component spinor wave function. Separating into up 

and down components is required to account for noncollinear magnetism [39].  
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2.2 Molecular Dynamics 

2.2.1 Integrating the Equations of Motion 

 Molecular dynamics (MD) is an atomistic simulation technique which treats atoms 

as classical particles and propagates their motion by using an iterative algorithm to 

solve Newton’s kinematic equations at discrete timesteps. This relation can most 

broadly be described by the following equation: 

𝐹𝑖 = 𝑚𝑖
𝑑𝑟𝑖

𝑑𝑡
= −

δU

𝛿𝑟𝑖
 (2-14) 

where 𝐹𝑖 is the force acting on atom 𝑖, 𝑚𝑖 is the mass of atom 𝑖, 𝑟𝑖 is the position of atom 

𝑖, and 𝑈 is the potential energy of the system. While treating atoms as classical particles 

inherently ignores quantum effects that are impactful on the atomic scale, the 

computational efficiency of this method allows for simulations on the order of 107 atoms 

when executed on powerful computer clusters. The length and time scales of MD 

simulations are inaccessible to first principles methods (on the order of 102 atoms) 

which makes it a valuable tool to investigate dynamical processes despite the reduced 

fidelity. 

 The form of potential energy as structured in Equation 2-14 scales with the 

number of atoms in the simulation which makes an analytical integration intractable for 

systems of sufficient size. Therefore, numerical methods have been developed which 

are capable of running in parallel on high performance computer hardware to drastically 

reduce total runtime. To derive a numerically solvable method we begin by using a 

Taylor series expansion of the current position to predict the position and velocity at the 

next timestep: 

𝑟𝑖(𝑡 + ∆𝑡) = 𝑟𝑖(𝑡) + 𝑣𝑖(𝑡)∆𝑡 +
1

2
∆𝑡2𝑎(𝑡) +

∆𝑡3

3!

𝑑𝑟𝑖

𝑑𝑡3 + 𝑂(∆𝑡4) (2-15) 
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we also consider the previous timestep: 

𝑟𝑖(𝑡 − ∆𝑡) = 𝑟𝑖(𝑡) − 𝑣𝑖(𝑡)∆𝑡 +
1

2
∆𝑡2𝑎(𝑡) −

∆𝑡3

3!

𝑑𝑟𝑖

𝑑𝑡3 + 𝑂(∆𝑡4)  (2-16) 

where 𝑎𝑖 is the acceleration of atom 𝑖 at time 𝑡. Add Equations 2-15 and 2-16 together: 

𝑟(𝑡 + ∆𝑡) + 𝑟(𝑡 − ∆𝑡) = 2𝑟(𝑡) + ∆𝑡2𝑎(𝑡) + 𝑂(∆𝑡4) (2-17) 

simplify and discard the quadratic term: 

𝑟(𝑡 + ∆𝑡) = 2𝑟(𝑡) − 𝑟(𝑡 − ∆𝑡) + ∆𝑡2𝑎(𝑡) (2-18) 

this form introduces an error in the position at the next timestep of 𝑂(∆𝑡4) where ∆𝑡 is 

the simulation timestep. This shows that error in the simulation may be reduced by 

decreasing the timestep, but this comes at the expense of increased computer runtime 

for simulations of equivalent simulated time. Having established a solution for position, it 

follows that velocity can be calculated in the following way: 

𝑣(𝑡) =
𝑟(𝑡+∆𝑡)−𝑟(𝑡−∆𝑡)

2∆𝑡
  (2-19) 

this form has an error of ∆𝑡2. Expanding on this equation, Swope et al. [40] developed 

the velocity Verlet algorithm as an efficient way to numerically propagate a system of 

atoms in a MD simulation. The solutions for position and velocity at the first time step 

are expressed in the equations below: 

𝑥(𝑡 + ∆𝑡) = 𝑥(𝑡) + 𝑣(𝑡)∆𝑡 +
1

2
𝑎(𝑡)∆𝑡2 (2-20) 

𝑣(𝑡 + ∆𝑡) = 𝑣(𝑡) +
𝑎(𝑡)+𝑎(𝑡+∆𝑡)

2
∆𝑡 (2-21) 

 Propagation of the system then proceeds as follows: 

1) Calculate an updated half-step velocity 𝑣 (𝑡 +
1

2
∆𝑡) = 𝑣(𝑡) +

1

2
𝑎(𝑡)∆𝑡. 

2) Calculate an updated position using the new velocity 𝑥(𝑡 + ∆𝑡) = 𝑥(𝑡) + 𝑣(𝑡 +

1

2
∆𝑡)∆𝑡. 
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3) Derive an updated acceleration 𝑎(𝑡 + ∆𝑡) from the forces predicted by interatomic 

potentials using the new positions 𝑥(𝑡 + ∆𝑡) as input. 

4) Finalize the velocity update 𝑣(𝑡 + ∆𝑡) = 𝑣 (𝑡 +
1

2
∆𝑡) +

1

2
𝑎(𝑡 + ∆𝑡)∆𝑡. 

Note that this implementation assumes acceleration is dependent only on position and 

cannot be influenced by velocity. 

2.2.2 Interatomic Potentials 

 Interatomic potentials are mathematical functions which are used to predict the 

potential energy of a system of atoms and the forces acting on those atoms. The 

simplest formulations take only a pairwise distance between a pair of atoms as an 

argument, and through the use a few fitted parameters, can be modified to predict the 

energy and forces for many different materials systems. For the case of a simple pair 

potential, the total potential energy 𝑉 has the following form: 

𝑉 = ∑ 𝑉𝑝𝑎𝑖𝑟(𝑟𝑖𝑗)𝑁
𝑖,𝑗=1  (2-22) 

where the subscripts 𝑖 and 𝑗 index through all 𝑁 atoms in the system. The function 

𝑉𝑝𝑎𝑖𝑟(𝑟) represents the interatomic potential and takes as its argument the pairwise 

distance between atoms 𝑖 and 𝑗 where 𝑖 ≠ 𝑗. This scheme can be expanded out to 

account for many-body interactions which typically produces more accurate simulations 

at the cost of computational resources. The forces acting on the atoms can be 

evaluated by differentiating the potential energy of the system with respect to the atomic 

positions as follows: 

𝐹⃗𝑖 = −∇𝑟𝑖
𝑉 (2-23) 
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where the force 𝐹⃗𝑖 acting on atom 𝑖 at position 𝑟𝑖 is the gradient of the potential energy 

with respect to the atomic position. A signed value is used to distinguish between 

repulsive and attractive forces.  

2.2.3 Thermostats and Barostats 

 In isolation from mechanical and thermal influences, a system of atoms will 

maintain a constant total energy while temperature and pressure fluctuate to maintain 

equilibrium. However, to address many real-world problems, it is important to maintain a 

fixed temperature or pressure on a system such that it reflects the physical conditions of 

the application domain. Such constraints may be useful to investigate material 

properties such as thermal conductivity or elasticity. These quantities may also need to 

be controlled in order to initialize a system and find a stable equilibrium to serve as a 

starting point for further simulation.  

Because temperature is a macroscopic measure of the kinetic energy of atoms in 

a system, one can control the system temperature by rescaling the velocities of its 

atoms. A direct velocity scaling factor can be calculated using the following equation: 

𝛽 = √𝐸𝑘
𝐷/𝐸𝑘 = √𝑇𝐷/𝑇 (2-24) 

where the desired kinetic energy 𝐸𝑘
𝐷, being proportional to the desired temperature 𝑇𝐷, 

is simply divided by the current value. While this method may be trivial to implement, it 

is not recommended for real simulations as it does not correspond to any 

thermodynamic ensemble and does nothing to resolve the correlated motion of particles 

[41]. A more physically representative and well-established method to control 

temperature is the Nose-Hoover thermostat [42], [43]. This method adds a friction term 
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𝜁 to the equations of motion which implicitly controls temperature. The method is 

described by the following adjusted equations of motion: 

𝑚𝑖
𝑑2𝑟𝑖

𝑑𝑡2 = 𝑓𝑖 − 𝜁𝑚𝑖𝑣𝑖  (2-25) 

𝑑𝜁(𝑡)

𝑑𝑡
=

1

𝑄
[∑

𝑚𝑖𝑣𝑖
2

2
− 𝑁𝑓𝑘𝐵𝑇𝐷

𝑖 ]  (2-26) 

Where 𝑄 is a variable parameter which controls the relaxation of the friction term. 

 A simple barostat, employing a technique similar to that of the velocity scaling 

thermostat, can be implemented by adjusting the volume of the simulation cell until the 

calculated pressure is in agreement with a given target value. This volume scaling 

algorithm is known as the Berendsen barostat [44] which can be described by the 

following equations: 

𝑉𝑛𝑒𝑤 = 𝑉𝑜𝑙𝑑 ∙ 𝜆 (2-27) 

𝑟𝑖
𝑛𝑒𝑤 = 𝑟𝑖

𝑜𝑙𝑑 ∙ 𝜆
1

3⁄  (2-28) 

where 𝜆 is a variable scaling parameter which controls how aggressively the volume is 

scaled. In practice, scaling the volume is analogous to scaling the position of each 

particle in the system. Therefore, for a three-dimensional system, each position is 

scaled by the cube root of the scaling factor 𝜆 to achieve the desired effect. The scaling 

factor changes as a function of the difference between the target pressure and actual 

pressure according to the following equation: 

𝜆 = (1 −
𝑘𝛿𝑡

𝜏
(𝑃(𝑡) − 𝑃𝑡𝑎𝑟𝑔𝑒𝑡)) (2-29) 

where 𝑘 represents the isothermal compressibility of the system and 𝜏 controls the 

strength of the coupling between the simulated system and the external pressure bath. 

This adjustable scaling factor helps to ensure that pressure converges to a stable value. 
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However, this technique has similar limitations to the velocity rescaling thermostat and 

thus more sophisticated extended system methods such as the Andersen barostat [45] 

have been developed. The Andersen barostat introduces an additional degree of 

freedom to the system which mimics the effect of a piston acting on the system. The 

simulated piston is designated a mass of 𝑄 which controls the frequency of volume 

oscillations. In both algorithms, the shape of the simulation cell is maintained thus 

imposing an isotropic constrain on the cell which is not always desirable. The Parrinello-

Rahman barostat [46] expands on the design of the Andersen to allow for changes in 

both simulation cell size and shape when optimizing the pressure. 

2.2.4 Thermodynamic Ensembles 

 Having established the means to control thermodynamic variables such as 

temperature and pressure in Chapter 2.2.3, it follows that specific combinations of these 

controls can be arranged to simulate real physical systems. These combinations of 

system controls are referred to as thermodynamic ensembles. The use of the term 

ensemble stems from the field of statistical mechanics in which an ensemble represents 

many virtual copies of a system, that when considered in concert, describe the possible 

states that a real system could exist in. Three commonly modeled ensembles in MD 

include the microcanonical (NVE), canonical (NVT), and isothermal-isobaric (NPT). The 

variables N, V, E, T, and P correspond to number of particles, volume, energy, 

temperature, and pressure respectively. In the NVE ensemble, no thermostat or 

barostat is applied and the system remains completely isolated from the outside – 

unable to exchange energy or particles with its environment. The NVT ensemble 

describes a closed system in which total energy is allowed to fluctuate and temperature 

is regulated using a thermostat. To remain in equilibrium, the system cannot exchange 
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particles with the outside but a weak coupling with a heat bath to regulate temperature 

is allowed. Lastly, the NPT ensemble enables volume relaxation through a weak 

coupling to an external pressure bath though the system remains closed to changes in 

particle number. 

2.3 Convolutional Graph Neural Networks 

 Machine learning (ML) techniques are quickly growing in popularity as a way to 

accelerate materials discovery and design. They can offer energy and property 

predictions with near ab-initio accuracy at speeds that are orders of magnitude faster 

[47], [48], [49]. However, the application of these novel techniques to interesting 

material systems has not come without challenges. One major challenge for applying 

ML methods that is unique to the field of materials science is the heterogeneity in both 

size and shape of crystalline or molecular compounds. Typical ML algorithms operate 

on uniformly sized matrices of numerical features which do not lend themselves well to 

describing a periodic crystal that can have any number of atoms on its lattice.  

In fact, the problem of developing appropriate ML descriptors to represent atomic 

systems has a rich literature of its own [50]. Such descriptors must adhere to five basic 

properties in order to represent a chemical system effectively: invariance with respect to 

spatial translation, invariance with respect to rotation, invariance with respect to the 

permutation of atomic indices, uniqueness, and continuity [51]. Translational and 

rotational invariance are crucial to represent dynamic systems – as the system evolves 

the descriptors should not change just because of a particle’s location or orientation 

(barring any cooccurring change to the local environment). Atoms are commonly 

indexed by numerical indices and merely changing the order in which the atoms are 

referenced should never influence the value of a descriptor. As for uniqueness and 
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continuity, any rational representation must represent identical systems with identical 

descriptors and small changes to that system should correspond to a proportionally 

small change in the value of its descriptor. Additional properties such as memory 

compactness and computational efficiency are also desirable, but not necessarily 

required. Early attempts to represent atomic systems in a way that is compatible with 

the ML machinery include descriptors such as the Coulomb Matrix [52], Sine Matrix [53], 

Many-body Tensor Representation (MBTR) [54], and Smooth Overlap of Atomic 

Positions (SOAP) [50]. While each of these descriptors satisfies the five necessary 

properties, they tend to be limited in the size of the systems they can represent or the 

scope of unique elements they can operate on within a single model. These limitations 

motivated a novel way of framing the problem – not with uniform matrices, but with a 

much more flexible data structure, graphs. 

Graphs are ubiquitous in computer science and conveniently offer a very intuitive 

way to represent molecules or crystals. The nodes of a graph represent individual 

atoms while the edges connecting nodes represent bonds. Each node and edge can 

hold a descriptor which represents the atom type and bond character respectively. This 

type of data structure is interpretable by convolutional neural networks (CNN) which 

have proven to be highly effective in learning from raw data sources such as the pixel 

values in an image [55]. The CNN is able to operate on irregularly sized inputs by 

leveraging two unique features: convolution layers and pooling layers. Convolution 

layers and hidden layers are applied to each node which output a representation of the 

local environment from the reference frame of each node. The pooling layers are used 

to condense the independent local environment representations into a single layer 
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which describes a global state for the entire graph. After pooling, additional hidden 

layers are inserted before the final output layer which ultimately provides the property 

prediction. A similar model architecture has been applied to problems such as computer 

vision [56], natural language processing [57], and molecular fingerprinting [58]. 

However, implementing and applying it to the task of material property prediction was 

first published by Xie and Grossman in 2018 [59]. Since the development of their initial 

model, other authors have used modified architectures and more expansive datasets to 

improve performance. The first variation to be released was the iCGCNN  in 2020 which 

incorporates information from the Voroni tessellation of the crystal structure, three-body 

interactions with neighboring atoms, and optimizations regarding the representation of 

bonds [60]. Other notable advancements include the OGCNN [61] which encodes the 

molecular orbitals of each atom as a part of the descriptor and the GeoCGCNN [62] 

which explicitly considers the bond vector between each atom and its neighbors. In this 

work we employ a more recent implementation, CHGNet, developed by Deng et al. [63]. 

This model is pretrained on the entire Materials Project database [64] and is capable of 

predicting the forces acting on individual atoms in a structure which, by extension, 

enables direct geometry relaxation. The pretrained model is freely available on GitHub 

and includes a convenient Python interface. 

2.4 Special Quasirandom Structures 

 Modeling realistic structural disorder is a key component to understanding high 

entropy material systems which have become an exciting field of research offering 

promising results in applications ranging from high temperature structural components 

[65] to energy storage [15]. One might assume that a trivial random choice algorithm to 

determine lattice site occupancy would be sufficient to represent a disordered phase. 
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However, this assumption is incorrect because the likelihood of unintentionally creating 

local correlations in any random cell, especially under periodic boundary conditions, is 

quite high. Therefore, we rely on a more intentional methodology which specifically 

minimizes local correlation between atom types known as the Special Quasirandom 

Structures method (SQS) [66], [67]. This approach has been shown to reproduce much 

more closely the distribution of site occupancies in real disordered systems. 

 While a finite representation of a continuous system will always be prone to 

deviations from complete disorder, the SQS method attempts to minimize this effect by 

prioritizing neighbors in the first and second shells. These close neighbors have the 

strongest influence on the central site and by deferring any correlations to distant 

neighbors, the impact of that correlation is minimized. This technique is particularly 

effective in minimizing the error of periodic systems.  

 The SQS algorithm implementation in the sqsgen software package [66] 

employed in this work relies on computing the Warren-Cowley short range order 

parameter to quantify disorder (Equation 2-30). 

𝛼𝐴𝐵(𝜎) = 1 −
𝑁𝐴𝐵(𝜎)

𝑁𝑀𝑥𝐴𝑥𝐵
  (2-30) 

Where 𝑀 represents the number of neighboring sites, 𝑁𝐴𝐵 represents the number of A-B 

atom pairs, and 𝑥𝐴 and 𝑥𝐵 indicate the mole fractions of atom types A and B 

respectively. A value approaching the limit of 1 corresponds to a clustered alloy system, 

0 indicates disorder, and -1 corresponds to periodic ordering. This ordering parameter 

can be generalized over specific neighbor shells to compute different ordering 

parameters for each neighbor shell. This is desirable to control the radius within which 

one is concerned about correlation effects. When considering candidate structures, an 
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objective function must be defined to quantify the solutions of best fit. This objective 

function takes the following form: 

𝑂(𝜎) = ∑ 𝑤𝑖 ∑ 𝑝𝜁𝜂𝜁,𝜂𝑖 |𝛼̃𝜁𝜂
𝑖 − 𝛼𝜁𝜂

𝑖 (𝜎)| (2-31) 

Where 𝑤𝑖 is a weighting parameter controlling the influence each neighbor shell has on 

the disorder parameter, 𝛼̃𝜁𝜂
𝑖  is the target short range order parameter, and the 

subscripts 𝜁 and 𝜂 represent a generalized pair of atom types. 

 Despite having a quantifiable objective function to minimize, the problem of SQS 

generation cannot employ robust minimization methods such as steepest descent or 

conjugate gradient to rapidly find a local minimum. Instead, the algorithm generates a 

vast number of candidate structures which are all evaluated and screened out of 

consideration if their objective function is not the lowest yet found. This technique is 

simple to parallelize, but scales poorly with simulation cell size. Any increase in the 

number of lattice sites is rapidly outpaced by the growth of the number of neighboring 

correlations. This necessitates screening a larger number of candidate structures before 

the user can have confidence that an optimal solution has been found. SQS generation 

is crucial in the analysis of high entropy Li-oxide cathode materials presented in Chapter 

7 of this work. 
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CHAPTER 3  
ENERGETICS AND DIFFUSION KINETICS OF POINT DEFECTS IN MnCr2O4 SPINEL 

FROM FIRST PRINCIPLES* 

3.1 Background 

As manufacturers of internal combustion engines strive to achieve greater 

performance and efficiency, they design their engines to operate at higher temperatures 

(upwards of 700 °C), which narrows the range of suitable materials. At these elevated 

temperatures, corrosion damage can lead to mechanical failure even for alloys 

designed specifically to resist it. This design challenge is exacerbated by the harsh 

environment, particularly the corrosive gases from incomplete combustion reactions, 

including water vapor, carbon dioxide, and hydrocarbons. One class of alloy commonly 

used for applications in this space due to its robust mechanical properties, corrosion 

resistance, and affordability is the austenitic stainless steels [5], [68], [69], [70], [71]. 

Austenitic stainless steels contain high concentrations of chromium, which aids in 

corrosion inhibition, and manganese, thereby stabilizing the austenitic phase over a 

wider temperature range [71], [72], [73]. 

 Experimental observations have shown that the oxide film which grows on top of 

these alloys when exposed to elevated temperatures is multilayered and consists of 

manganese oxide, chromium oxide, and a spinel structured manganese chromate with 

MnCr2O4 stoichiometry [7], [74]. The experimental work of Abdallah et al. [7], in which 

21-2N alloy samples were exposed to a CO2 environment at a temperature of 700 ºC, 

confirms that the spinel layer forms in direct contact with the bulk alloy. This observation 

 
* The work described in this chapter has been published in Ullberg, R. S., Wu, X., Tonks, M. R., & 
Phillpot, S. R. (2023). Energetics and diffusion kinetics of point defects in MnCr2O4 spinel from first 
principles. Journal of Physics and Chemistry of Solids, 181, 111519. 
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is consistent with thermodynamic calculations produced as part of the same work which 

predict MnCr2O4 to be the most thermodynamically stable oxide out of the possible 

MnO, Mn3O4, MnO2, Cr2O3, and MnCr2O4 compositions. Thus, oxidation must be 

mediated by the spinel with either the flow of metallic species from the alloy to react with 

an oxidant or the flow of the oxidant towards the alloy, or both.  In the latter case, the 

oxidant must first pass through an outermost layer of manganese oxide and an 

intermediate layer of chromium oxide. Therefore, to fully understand the dynamic 

process of oxidation in these austenitic steel alloys at the atomic level, we must 

understand the thermodynamics and kinetics of defects in the MnCr2O4 spinel phase. 

 Despite a wide range of published work concerning the thermodynamics and 

kinetics of point defects in spinel type structures, no study has applied ab-initio methods 

to perform a comprehensive analysis of the cationic and anionic defect processes 

relevant to high-temperature corrosion in MnCr2O4. In fact, much of the available 

literature is focused on radiation damage induced defect clusters in the canonical 

MgAl2O4 spinel [75], [76], [77], [78], [79], [80].  While this work is valuable in its own 

right, the defect configurations relevant to nuclear applications are not necessarily the 

most relevant when considering oxidation processes. To examine the behavior of more 

conventional and generalizable defect configurations in spinel structures, the work of 

Muhic et al. [81] is particularly relevant in that it focuses on determining relative barrier 

heights for vacancy mediated diffusion of cations in three ferritic spinels. The only 

literature focusing on defect behavior expressly in the MnCr2O4 system is a purely 

experimental paper by Gilewicz-Wolter et al. [82]. They found that Mn was the most 

mobile species with nearly twice the self-diffusion coefficient of Cr, and that at a 
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temperature of 1073 K volume diffusion was the primary mechanism for Mn diffusion, 

while Cr diffusion utilized grain boundaries and other high-diffusivity pathways. The 

conclusions drawn from their work help us to understand why the Mn-rich outer oxide 

layer forms so rapidly atop the spinel, but a detailed understanding of the precise 

atomistic mechanisms facilitating this behavior is still lacking. Theoretical calculations 

are well suited in this regard to identify the most favorable defect types in the structure 

and to evaluate their mobility between specifically curated lattice sites. 

In this work, we calculate the formation energies and migration barrier heights of 

cationic and anionic point defects in MnCr2O4 spinel using density functional theory. We 

consider the effect of defect charge state and the influence of temperature as it applies 

to the thermodynamic favorability of formation and the mobility of each defect type. The 

results of this study provide a comprehensive account of the dynamic defect behaviors 

present in this spinel structure with particular relevance to the atomistic mechanisms 

involved in oxide film formation on austenitic steel substrates. 

3.2 Methodology and Crystal Structure 

3.2.1 Methodology 

All density functional theory (DFT) calculations in this work are performed using 

the Vienna Ab initio Simulation Package (VASP) [83], [84], [85]. Projector augmented 

plane wave (PAW) pseudopotentials [86] are used to describe interactions between 

core and valence electrons. The pseudopotentials for Mn and Cr are partial valence 

models simulating the 13 and 12 outermost electrons as valence respectively, while the 

pseudopotential for O includes all 6 electrons in the valence shell explicitly. The 

generalized gradient approximation (GGA) and Perdew-Burke-Ernzerhof (PBE) 

functional [23] are used to describe exchange correlation energies. Due to the 



 

48 

limitations of DFT with regards to modeling the localization of d electrons [35], GGA+U 

is employed using U values of 3.7  eV for Mn and 3.9 eV for Cr, adopted from prior 

works [64], [74], [87]. A plane-wave cutoff energy value of 520 eV is used for all 

calculations following a convergence study over the range of 300 – 600 eV. The 

simulation cell for each calculation is selected to be the conventional 56 atom unit cell 

following a convergence study over supercell sizes which showed a difference of just 

0.02 eV in Mn vacancy formation energy for a non-conventional simulation cell of 378 

atoms, which was the largest system size tested. 

A k-point convergence study found that a Γ-point centered 5 x 5 x 5 Monkhorst-

Pack mesh [88] provides reasonable computation speed and appropriate precision. 

Spin polarization is enabled in all calculations with magnetic moments being initialized 

to ± 5.0 𝜇𝐵 for both Mn and Cr (alternating the sign for each atom) and 0.6 𝜇𝐵 for O to 

create an antiferromagnetic ordering on both the Mn and Cr sublattices, such that the 

system has zero net magnetic moment. We found this ordering to be favorable relative 

to both a layered antiferromagnetic ordering and a ferromagnetic ordering. The initial 

conditions for magnetic moment values are adopted from Jain et al. [64] and converged 

to ± 4.57 𝜇𝐵, ± 2.97 𝜇𝐵, and < 0.07 𝜇𝐵 for Mn, Cr, and O respectively in the defect-free 

structure. Geometry relaxations employ a Gaussian smearing scheme with a smearing 

width of 0.05 eV, as is recommended by the VASP documentation for simulations of 

insulating materials. Total energy values are computed using single-point calculations of 

the optimized structures in which the smearing scheme is switched to the tetrahedron 

method with Blöchl corrections [89]. 
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Defect formation energies in the neutral charge state are calculated using the 

standard supercell approach: 

𝐸𝐹 = 𝐸𝑑𝑒𝑓 − 𝐸𝑟𝑒𝑓 ± 𝑛𝜇  (3-1) 

Where 𝐸𝑑𝑒𝑓 is the total energy of the simulation cell containing the defect, 𝐸𝑟𝑒𝑓 is the 

total energy of the defect-free simulation cell, 𝑛 is the number of defects present, and 𝜇 

is the chemical potential of the defect species. The 𝑛𝜇 term should be added for 

vacancy type defects and subtracted for interstitial type defects. The effect of charge 

state on defect formation energies is evaluated using the sxdefectalign software tool 

[90]. This code implements the Freysoldt/Neugebauer/Van de Walle (FNV) method [91], 

[92] which calculates a correction energy term to counteract the effect of self-interaction 

for charged defects in a periodic simulation cell. This correction energy term is 

incorporated in Equation 3-2 and serves as a more generalizable form of the supercell 

approach for neutral defects presented in Equation 3-1.  

𝐸𝐹
𝑞 = 𝐸𝑑𝑒𝑓

𝑞 − 𝐸𝑟𝑒𝑓 − ∑ 𝑛𝑖𝜇𝑖 + 𝑞𝐸𝐹𝑒𝑟𝑚𝑖 + 𝐸𝑐𝑜𝑟𝑟𝑖  (3-2) 

Here 𝐸𝑑𝑒𝑓
𝑞

 is the total energy of the simulation cell containing the charged defect, 𝐸𝑟𝑒𝑓 is 

the total energy of the charge neutral defect-free simulation cell, 𝑛𝑖 is the number of 

atoms of species 𝑖 which contribute to the defect, 𝜇𝑖 is the chemical potential of each 

species 𝑖, 𝑞 is the defect charge state, 𝐸𝐹𝑒𝑟𝑚𝑖 is the Fermi energy with respect to the 

vacuum level, and 𝐸𝑐𝑜𝑟𝑟 is the correction energy term computed by the FNV method. 

 In this work, chemical potentials are adjusted to replicate the conditions of an 

oxidizing environment at a temperature of 1000 K and an oxygen partial pressure of 0.2 

atm. Chemical potentials are determined using the methodology proposed by Finnis et 

al. [93] which has been widely established as the standard for publications in the field of 
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ab-initio thermodynamics [94], [95], [96], [97], [98], [99], [100]. The experimentally 

determined enthalpy and entropy, tabulated as a function of temperature, is taken from 

the JANAF thermochemical tables [101]. Using these experimental references, ∆𝐺 of 

each chemical species can be calculated directly for the target temperature using 

Equation 3-3. 

∆𝐺 =  ∆𝐻 − 𝑇∆𝑆 (3-3) 

Because ∆𝐺 is equivalent to chemical potential in the context of this work, the value 

computed from experimental data can be added directly to the ab-initio calculated 

chemical potential acting as a correction factor which incorporates the effects of finite 

temperature. One technical detail which has a large effect on the magnitude of the 

temperature correction is the choice of reference state for the cationic species. For 

oxygen, it is sensible to use an O2 molecule to derive the chemical potential of an 

individual oxygen atom, but for cationic species one may choose to use either the 

metallic reference state of the pure metal or that metal’s most favorable oxide form to 

derive a chemical potential. The impact of this choice is visualized in Figure 3-1. From 

inspection, it is clear that choosing the metallic reference state (circular markers) 

produces a more negative change in chemical potential at elevated temperatures when 

compared to the oxide reference state (triangular markers). In this work we choose to 

use the metal’s pure metallic reference state to derive chemical potential. 
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Figure 3-1.  Total change in chemical potential of Al2O3 and Cr2O3 using the oxide 

reference state and metallic reference state methodologies to treat the 
cationic species. 

Migration energy barriers are determined using the climbing image nudged 

elastic band method (CI-NEB) as implemented in the VASP transition state tools (VTST) 

developed by the Henkelman group [102], [103]. Each CI-NEB calculation is 

interpolated over 7 intermediate images to achieve high resolution diffusion profiles. A 

spring constant of 5.0 eV/Å2 assigned to each of the virtual springs connecting the 

intermediate images proved to be adequately flexible for full relaxation along each 

migration pathway. 

3.2.2 Crystal Structure 

The spinel family of structures are classified under the Fd3̅m space group 

(International Number 227, Schöenflies  𝑂ℎ
7) and have the general formula AB2O4. The 

56-atom conventional unit cell is composed of 8 formula units which are arranged on a 

face-centered-cubic (FCC) lattice where each lattice point has a basis of two formula 
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units. The oxygen sublattice is arranged in a pseudo-cubic close packed configuration. 

A-site cations occupy 8 of the 64 available tetrahedrally coordinated interstices while B-

site cations occupy 16 of the 32 available octahedral interstices. The arrangement of A-

site cations forms a diamond cubic sublattice and each is 4-fold coordinated along the 

<111> directions to oxygen atoms. There are thus 8 A-site centered oxygen tetrahedra, 

as shown in blue in Figure 3-2. Each B-site cation is 6-fold coordinated to oxygen along 

the <111> directions [104]. Thus, there are 16 B-centered oxygen octahedra, as shown 

in green in Figure 3-2. The A-site tetrahedra are arranged such that there is no direct 

contact between them. Nearest neighbor tetrahedra are separated by octahedral cages 

with no central cations, lying along <111>. The B-site octahedra are edge-sharing and 

chain indefinitely in-plane along <110>. The linkage between A-site tetrahedra and B-

site octahedra is via corner-sharing with each corner of a tetrahedron being connected 

to the corner of an octahedron and each corner of an octahedron being connected to a 

corner of a tetrahedron. A similar analysis of polyhedral connectivity can also be 

conducted for the unoccupied octahedral and tetrahedral sites. Illustrations which 

compare the connectivity of the occupied and vacant sublattices are presented in Figure 

3-3. We observe that the vacant octahedral sites are edge-sharing along <110> type 

directions, while the vacant tetrahedral sites have no direct connection with each other 

but are corner-sharing with the vacant octahedra. When considering the connectivity of 

both the occupied and unoccupied sites, we find that the vacant tetrahedral sites are 

face-sharing with Cr-occupied octahedral sites, and that the vacant octahedral sites are 

both edge-sharing with Cr-occupied octahedral sites and face-sharing with Mn-occupied 

tetrahedral sites. The vacant octahedral site is larger than the vacant tetrahedral sites 
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and thus affords greater open volume for atoms migrating through it. It then follows that 

the Mn-occupied site sharing a face with such a large structural vacancy is expected to 

have a greater mobility than the Cr-occupied site which is face-sharing with the smaller 

unoccupied tetrahedra. NEB calculations which support this simple crystallographic 

argument are presented in Chapter 3.3.5. 

 
Figure 3-2.  Conventional Mn-centered unit cell of MnCr2O4 displaying the tetrahedrally 

coordinated Mn (blue), octahedrally coordinated Cr (green) and oxygen (red). 

There are two natural choices of origin with high point symmetry, one with 4̅3m 

point symmetry centered on an A site (Mn), the other with 3̅m symmetry centered on a 

structural vacancy. Figure 3-2 depicts the spinel unit cell with the A-centered 4̅3m origin 

centered, which is the convention used throughout this work. Using this reference 

frame, the Wyckoff positions of A-sites, B-sites and oxygen are respectively 8a, 16d, 

and 32e.  

Depending on the composition of a particular spinel, some degree of cation 

disorder, often termed inversion, may be supported. A fully inverted spinel is one in 

which all tetrahedrally coordinated sites are replaced with B cations leaving one half of 

the octahedrally coordinated sites occupied with A cations and the other half occupied 
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with B cations. In the canonical MgAl2O4 spinel, naturally sourced samples contain 

almost no inversion, but samples which are synthetically grown or are annealed at 

temperatures above 800 ºC exhibit a high degree of inversion [105]. The distribution of 

these inverted sites in samples of MgAl2O4 which do have a high degree of inversion 

has been shown to be largely disordered in measurements conducted via nuclear 

magnetic resonance (NMR) and electron spin resonance (ESR) [105], [106]. For the 

MnCr2O4 spinel under investigation in this work, the total energy of multiple structures 

containing various degrees of inversion is evaluated using DFT calculations. We find a 

monotonic increase in energy with increasing inversion which indicates that there is no 

support for inversion in the structure under ab-initio conditions. Kjellqvist et al. [107] also 

arrive at the conclusion that very little inversion is supported in naturally occurring 

MnCr2O4. Therefore, the defect-free reference state used for all calculations is non-

inverted; that is, ‘normal’ spinel. A fuller discussion of the crystallography of this 

structural family can be found in the work of Sickafus et al. [108].  

 
Figure 3-3.  (Left) Polyhedral model of the occupied octahedral and tetrahedral lattice 

sites. Cr displayed in green, and Mn displayed in blue. (Right) Polyhedral 
model of the unoccupied octahedral and tetrahedral lattice sites. Octahedra 
displayed in purple and tetrahedra displayed in cyan. 
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3.3 Results 

3.3.1 Bulk Properties 

To benchmark our computational methodology, we compare fundamental 

properties of the bulk MnCr2O4 crystal with other DFT calculations available in materials 

databases and experimental literature. The results presented in Table 3-1 show close 

agreement across all sources, with small differences being attributed to unique choices 

of functional, k-point mesh density, and convergence criteria. 

Table 3-1.  Lattice parameter a0, bond lengths Cr-O and Mn-O, magnetization per ion 
μCr and μMn, and band gap Eg of bulk MnCr2O4 as calculated in this work 
compared to quantum materials databases and experiment. 

Property This 
Work 

Materials 
Project [64] 

Open Quantum 
Materials 

Database [109] 

Experiment 
[110] 

a0 (Å) 8.61 8.59 8.50 8.44 

Cr-O (Å) 2.04 2.04 2.02 - 

Mn-O (Å) 2.07 2.07 2.04 - 

μCr (μB/Cr ion) 2.97 2.97 - - 

μMn (μB/Mn ion) 4.56 4.57 - - 

Eg (eV) 2.55 2.20 2.50 - 

The largest difference between this work and similar theoretical calculations is in the 

prediction of band gap. Our value of 2.55 eV is in close agreement with the value of 

2.50 eV published in the Open Quantum Materials Database (OQMD) but is higher than 

the Materials Project (MP) prediction by 0.35 eV (14.7 %). Despite this difference, all 

DFT sources predict that the bulk crystal is an insulator. Although there is no 

experimental value of band gap available for MnCr2O4 to compare to, the agreement 

between multiple DFT sources supports the conclusion that the material is in fact 

insulating. Additionally, each source predicts the magnetic ordering to be 

antiferromagnetic, with all cation sites having their magnetic moments oriented in an 

opposing direction, such that the magnetic moments on both the Mn and Cr sublattices 
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are zero. To confirm that our electronic structure calculations are well behaved, the total 

and orbital-projected density of states are illustrated in Figure 3-4. Below the valence 

band, oxygen’s p-orbital dominates the available states while chromium’s d-orbital 

dominates those above the conduction band. 

 
Figure 3-4.  Density of states for a conventional MnCr2O4 unit cell calculated with 

GGA+U. 

3.3.2 Vacancy Defect Formation 

Isolated vacancy defects of each chemical species in MnCr2O4 are evaluated for 

thermodynamic favorability across all oxidation states up to and including their expected 

formal charge. The formation energies for the neutral and charged vacancies of Mn, Cr, 

and O are shown in Table 3-2. 
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Table 3-2.  Formation energies of isolated vacancy defects for each chemical species in 
MnCr2O4. The lowest values for each species are bolded. 

Defect Formation Energy at 
VBM (eV) 

0 K / 1000 K 

Formation Energy at 
CBM (eV) 

0 K / 1000 K 

𝑉𝑀𝑛
𝑥  3.59 / 3.20 3.59 / 3.20 

𝑉𝑀𝑛
′  4.23 / 3.84 1.68 / 1.29 

𝑉𝑀𝑛
′′  5.77 / 5.38 0.66 / 0.27 

𝑉𝑀𝑛
′′′  10.2 / 9.77 2.50 / 2.11 

𝑉𝐶𝑟
𝑥  3.98 / 3.67 3.98 / 3.67 

𝑉𝐶𝑟
′  4.98 / 4.67 2.43 / 2.12 

𝑉𝐶𝑟
′′  6.96 / 6.65 1.85 / 1.54 

𝑉𝐶𝑟
′′′ 10.1 / 9.83 2.47 / 2.16 

𝑉𝑂
𝑥 5.15 / 4.32 5.15 / 4.32 

𝑉𝑂
• 3.88 / 3.05 6.44 / 5.61 

𝑉𝑂
•• 4.09 / 3.26 9.19 / 8.36 

 
The dominant regions of each defect charge state reported in Table 3-2 can be seen as 

defect transition levels in Figure 3-5 below. The abscissa spans the width of the 2.55 eV 

bandgap from DFT, and each line plots the formation energy of a particular defect 

charge state at any point in the bandgap. Changes in slope correspond with changes in 

the most favorable defect charge state. 
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Figure 3-5.  Defect formation energy as a function of position in the bandgap for unique 

charge states of a Mn vacancy (top), Cr vacancy (middle), and O vacancy 
(bottom). Changes in slope correspond with changes in the most favorable 
charge state. Solid lines represent the 0 K condition and dashed lines 
represent the 1000 K condition. 

The formation energies of Mn and Cr vacancies as a function of charge state are very 

similar to each other. Both species experience transitions from the neutral state to the 1- 

state near the valence band maximum (VBM) and transitions from the 1- state to the 2- 

state near the conduction band minimum (CBM). In its most favorable charge state and 

temperature condition, the Mn vacancy has a formation energy of 0.27 eV. This is a 

reduction of 2.93 eV (92 %) relative to the neutral state. Cr’s lowest possible formation 

energy is 1.54 eV, which occurs under the same charge and temperature conditions, 
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but is only a reduction of 2.13 eV (58 %) relative to the neutral state. As an anionic 

species, O vacancy defect transition levels trend opposite to cationic Mn and Cr. The O 

vacancy has its lowest formation energy at the VBM and transitions from the 1+ state to 

the neutral state at 1.3 eV into the bandgap. Based on our methodology to adjust 

chemical potential as a function of temperature introduced in Chapter 3.2.1, we find that 

O defects are more sensitive to changes in temperature than cationic defects. Under 

ab-initio conditions, the lowest O vacancy formation energy value is 3.88 eV, but at an 

elevated temperature of 1000 K and a partial pressure of 0.2 atm, the formation energy 

is reduced by 0.83 eV (21 %) to 3.05 eV. Furthermore, it is rather unexpected that the 

2+ defect charge state is never favorable for the oxygen vacancy in this system. To 

explain this finding, we calculated defect transition levels of oxygen vacancies in similar 

spinels and other related oxides to identify in which conditions the 2+ defect charge 

state disappears. In analyzing these related defect transition levels, we find that it is the 

occupancy of a spinel’s cationic A or B sites by a transition metal which complicates the 

expected defect behavior. In the case of MgAl2O4, which contains cations with a 

consistent valence, we observe that defects of each species are most favorable in their 

formal charge states. However, once either the A site or B site is replaced with a 

transition metal, as we tested using MnAl2O4 and MgCr2O4 respectively, the 3- charge of 

the B site vacancy and the 2+ charge of the O vacancy disappear. 

3.3.3 Interstitial Defect Formation 

In addition to isolated vacancy defects, four configurations of interstitial defects 

were analyzed for each chemical species in MnCr2O4. Three configurations correspond 

directly to Wyckoff positions of unoccupied sites in the lattice (8a, 32e, 16d). The fourth 

configuration is a dumbbell-type interstitial which is centered on a lattice site normally 
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occupied by the species of the interstitial defect and splits along a <110> type direction. 

This split type configuration has been reported to be favorable for both cationic and 

anionic interstitials in prior work on MgAl2O4 and MgGa2O4 spinels [75], [78], [80]. The 

three Wyckoff aligned configurations are shown in Figure 3-6. 

 
Figure 3-6.  Position of the interstitial ion (colored in yellow) corresponding to 8a (left), 

32e (center), and 16d (right) Wyckoff positions. 

The 8a site lies in the structural vacancy between the faces of two adjacent Mn 

tetrahedra. The 32e site is positioned on the face of a Cr octahedron and coordinates to 

form a tetrahedral cage with neighboring O. The 16d site sits directly below the 32e site 

along the z-axis and occupies a structural vacancy between adjacent Mn tetrahedra, 

much like the 8a site. However, unlike the 8a site, the 16d site is coordinated more 

closely with Cr than Mn having nearest neighbors at 1.86 Å (Cr) and 2.15 Å (Mn) 

relative to 3.04 Å (Cr) and 1.86 Å (Mn) for 8a. The formation energies of each interstitial 

configuration are presented in Table 3-3.  
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Table 3-3.  Formation energies of isolated interstitial defects for each chemical species 
in MnCr2O4. The lowest values for each species are bolded. 

Defect Formation Energy (eV) 
0 K / 1000 K 

𝑀𝑛8𝑎
𝑥  7.06 / 7.45 

𝑀𝑛32𝑒
𝑥  12.9 / 13.3 

𝑀𝑛16𝑑
𝑥  9.28 / 9.67 

𝑀𝑛<110>
𝑥  6.22 / 6.61 

𝐶𝑟8𝑎
𝑥  7.43 / 7.74 

𝐶𝑟32𝑒
𝑥  15.9 / 16.2 

𝐶𝑟16𝑑
𝑥  11.5 / 11.8 

𝐶𝑟<110>
𝑥  7.95 / 8.26 

𝑂8𝑎
𝑥  2.05 / 2.88 

𝑂32𝑒
𝑥  7.21 / 8.04 

𝑂16𝑑
𝑥  2.67 / 3.50 

𝑂<110>
𝑥  1.59 / 2.42 

For Mn and O, the <110> split configuration is preferred relative to any of the single-

occupancy configurations. This trend is consistent with prior work on MgAl2O4 [75], [77]. 

However, Cr favors forming interstitials in the 8a configuration rather than the <110> by 

a margin of 0.52 eV. Additionally, it is observed that the formation of O interstitials is 

strongly favored over cationic interstitials under both ab-initio conditions and at elevated 

temperature and pressure. The effect of defect charge state for the most favorable 

interstitial configurations of each species are shown in Table 3-4 and Figure 3-7.  
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Table 3-4.  Formation energies of isolated interstitial defects for each chemical species 
in MnCr2O4. The lowest values for each species are bolded. 

Defect Formation Energy at 
VBM (eV) 
0 K / 1000 K 

Formation Energy at 
CBM (eV) 
0 K / 1000 K 

𝑀𝑛<110>
𝑥  6.26 / 6.65 6.26 / 6.65 

𝑀𝑛<110>
•  4.15 / 4.54 6.52 / 6.91 

𝑀𝑛<110>
••  2.83 / 3.22 7.58 / 7.97 

𝑀𝑛<110>
•••  3.94 / 4.33 11.1 / 11.5 

𝐶𝑟8𝑎
𝑥  7.43 / 7.74 7.43 / 7.74 

𝐶𝑟8𝑎
•  6.11 / 6.42 8.47 / 8.78 

𝐶𝑟8𝑎
••  5.51 / 5.82 10.3 / 10.6 

𝐶𝑟8𝑎
••• 6.14 / 6.45 13.3 / 13.6 

𝑂<110>
𝑥  1.59 / 2.42 1.59 / 2.42 

𝑂<110>
′  4.89 / 5.72 2.51 / 3.34 

𝑂<110>
′′  8.46 / 9.29 3.71 / 4.54 
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Figure 3-7.  Formation energy as a function of position within the bandgap for the 

Mn<110> split interstitial (top), Cr8a interstitial (middle), and O<110> split 
interstitial (bottom). 

Charged cationic interstitials have lower formation energies than their neutral 

counterparts. Both Mn and Cr prefer to form interstitials in the 2+ charge state and 

achieve a minimum value at the VBM. The interstitial formation energies of Mn and Cr 

are reduced by 3.43 eV (51.6 %) and 1.92 eV (24.8 %) respectively relative to their 

neutral conditions under the environmental 1000 K conditions. Additionally, both cations 

experience transitions in charge state favorability from 2+ to 1+ and ultimately from 1+ to 

neutral at the CBM. Oxygen forms interstitial defects most readily in the neutral state 

throughout the bandgap. 

3.3.4 Antisite and Substitution Defect Formation 

As discussed briefly above, one feature of spinels is their propensity to support 

cation disorder, otherwise known as structural inversion. This phenomenon of structural 

inversion refers to the swapping of A and B cation sites without diverging from the 

nominal AB2O4 stoichiometry. In addition to stoichiometrically stable inversion, the 

chemical complexity of ternary oxides affords more opportunities to form substitution 

type defects. To assess the likelihood of inversion for the specific case of MnCr2O4 



 

64 

spinel, we calculate the formation energy of a single antisite defect which represents the 

lowest degree of inversion. We report antisite defects to have a formation energy of 

1.89 eV which increases linearly with the number of antisite defects. This indicates that 

there is a significant barrier to inversion for this particular spinel composition. In Table 3-

5 and Figure 3-8 we report the formation energy of MnCr and CrMn type substitution 

defects in their likely charge states as a function of position in the bandgap. Note that 

because antisite defects retain the stoichiometry of the bulk structure we do not 

anticipate any non-neutral defect charge state to be more favorable whereas 

substitution type defects change the composition of the material which can induce net 

charges on defect sites. Furthermore, we do not report on the effect of elevated 

temperature and pressure for these defect types because the only change from purely 

ab-initio conditions would be due to the differences in the adjustment of the chemical 

potentials of Mn and Cr which is small (< 0.1 eV). In Figure 3-8 it is evident that there is 

a distinct asymmetry between the favorability of MnCr and CrMn type substitutions. 

Interestingly, we observe that the MnCr defect has a negative formation energy in the 1+ 

charge state which implies that Mn may spontaneously occupy a vacant Cr site. CrMn 

type defects are not spontaneous and are found to be most favorable in the 1- charge 

state with a formation energy of 1.29 eV. Additionally, by inspecting the favorable 

charge states of each defect it can be inferred that the formal charges of Mn and Cr are 

2+ and 3+ respectively as is expected in this AB2O4 composition. 
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Table 3-5.  Effect of charge state on MnCr and CrMn type substitution defects. The lowest 
values for each defect type are bolded. All values are presented for the 0 K 
condition. 

Defect Formation Energy at 
VBM (eV) 

Formation Energy at 
CBM (eV) 

𝑀𝑛𝐶𝑟
𝑥  0.69 0.69 

𝑀𝑛𝐶𝑟
′  2.39 -0.17 

𝑀𝑛𝐶𝑟
•  -0.03 2.52 

𝐶𝑟𝑀𝑛
𝑥  2.01 2.01 

𝐶𝑟𝑀𝑛
′  4.20 1.65 

𝐶𝑟𝑀𝑛
•  1.30 3.85 

 

 
Figure 3-8.  Defect formation energy as a function of position in the bandgap for MnCr 

and CrMn type substitution defects. 

3.3.5 Vacancy Mediated Migration 

Based on the results presented in Chapter 3.3.2, the vacancy formation energies 

of all three species are similar (within 1.5 eV of each other in the neutral charge state), 

and thus vacancies of each need to be considered when analyzing possible migration 

mechanisms. The vacancy mediated diffusion pathways for each species moving along 

its own sublattice are visualized in Figure 3-9.  
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Figure 3-9.  Migration pathways for vacancy mediated Mn (left), Cr (middle), and O 

(right) diffusion. 

The migration of Mn along its sublattice to a vacant Mn site passes through the face of 

two tetrahedra and the center of an unoccupied octahedron along a <111> direction. 

This pathway is largely unimpeded, which would suggest a low migration barrier. In 

contrast, the migration of Cr along its sublattice in a <110> direction to an existing Cr 

vacancy passes through the connected edge of two octahedra creating a steric 

hindrance at the center of the pathway. The migration of any O atom along its sublattice 

may proceed in three distinct ways: O can move in the [110] direction along the edge of 

a Mn tetrahedron, in the [101] direction along the shared edge between two Cr 

octahedra, or in the [011] direction from the corner of a Mn tetrahedron to the corner of 

a Cr octahedron.  

The NEB migration profiles for all of these Mn, Cr, and O pathways are shown in 

Figures 3-10 and 3-11. To understand the relative diffusivities of these species it is 

essential to compare their peak barrier heights. In their most favorable charge states, 

the barrier of Mn is by far the lowest at 0.45 eV, with Cr the highest at 2.3 eV, and O 

being slightly lower at 2.1 eV. 
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Figure 3-10.  Migration energies for vacancy mediated Mn diffusion (left) and Cr 

diffusion (right). 

To provide a rationale for the distinct migration profile shapes, we refer back to Figure 

3-9. The two peaks present in the Mn plot occur at relative distances of 0.25 and 0.75 

along the total path length. These positions can be seen to correspond to positions on 

the faces of the initial and final Mn tetrahedra – positions at which the distance to 

neighboring O atoms reaches its minimum of 1.95 Å as compared to the distance at the 

endpoints of 2.07 Å. The Cr path shows a much flatter peak region between the path 

coordinates 0.38 and 0.62. These coordinates straddle the shared octahedral edge 

through which the migrating Cr atom must pass. Much like the case for Mn, in this 

region, the Cr-O bond length is reduced from its equilibrium value of 2.04 Å. If the Cr 

atom were to pass directly through the center of the octahedral edge, the bond length 

would be reduced to just 1.36 Å. However, our simulations predict a curved path which 

deviates from the [110] direction by bowing outwards towards the [001] direction. Along 

this curved path, the minimum Cr-O bond length is 1.79 Å. Using the magnitude of bond 

distortion as a proxy for migration energy yields a close fit for the trends observed in Mn 

and Cr migrations. In the most favorable charge states, the Mn migration barrier is only 

19.8% that of Cr and similarly the amount of bond distortion 18.2% that of Cr. Both 
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profiles also differ significantly in the effect that defect charge state has on barrier 

height. For Mn, the barrier height of the 2- charge state is 0.18 eV (29%) less than the 

neutral barrier. No such effect is observed for Cr, with its most favorable formation 

charge state (2-) producing a nearly identical barrier height. When considering the 

migration of O, we must assess the viability of three previously discussed pathways. 

The NEB profiles of each path are shown in Figure 3-11.  

 
Figure 3-11.  (Left) Migration energies for vacancy mediated O diffusion along the 

shared edge between two Cr octahedra (red), along the edge of a Mn 
tetrahedron (orange), and from the corner of a Mn tetrahedron to the corner of 
a Cr octahedron (pink). 

The tetrahedral and octahedral edge pathways have nearly identical barrier heights, 

with a clear preference to migration between the corners of tetrahedra and octahedra. 

This pathway is favored by a margin of 1.1 eV. Inducing the most favorable charge state 

for O vacancy formation has a negligible effect on this barrier height. 

In addition to simple direct vacancy migration, we identify four additional 

possibilities of vacancy mediated diffusion which incorporate substitution defects. From 

Table 3-5, the formation energies of both types of native substitutions are lower than 
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any vacancy defect. Therefore, in a system which contains vacancies we should also 

anticipate a larger number of substitutions. To fully understand the possible pathways 

by which cations may travel through the material, it is thus necessary to evaluate the 

barrier heights of migration mechanisms which incorporate both defect types. Presented 

in Table 3-6 are the equations which describe each mechanism.  

Table 3-6.  Pseudo Kröger-Vink notation of antisite/substitution defect migration 
mechanisms. 

Migrating 
Species 

Kröger-Vink Notation Description 

Mn VCr (site 1) + MnCr (site 1) 
→ VCr (site 2) + MnCr (site 2) 

Vacancy mediated migration of an 
existing MnCr substitution along the Cr 

sublattice. 

Mn VCr + MnMn → VMn + MnCr Formation of a MnCr substitution via 
Mn crossover to a vacant Cr lattice site. 

Cr VMn (site 1) + CrMn (site 1) 
→ VMn (site 2) + CrMn (site 2) 

Vacancy mediated migration of an 
existing CrMn substitution along the Mn 

sublattice. 

Cr VMn + CrCr → VCr + CrMn Formation of a CrMn substitution via 
Cr crossover to a vacant Mn lattice site. 

Figure 3-12 depicts the NEB profiles corresponding to rows 1 and 3 in Table 3-6. 

These two mechanisms follow the same pathways as their direct Cr and Mn 

counterparts, but the migrating atom is a substitution defect.  

 
Figure 3-12.  Barrier height for a vacancy mediated diffusion of a CrMn substitution along 

the Mn sublattice (left), and a MnCr substitution along the Cr sublattice (right). 
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On the left side of Figure 3-12 is the plot which represents a Cr atom occupying a Mn 

lattice site migrating along the Mn sublattice. Again, we observe the same double peak 

structure as was originally presented in the direct vacancy mechanism. However, this 

profile has a distinct minimum at the center of the path at which the energy is lower than 

either endpoint. This negative value suggests that when CrMn substitution and Mn 

vacancy defects are in close proximity, the optimal arrangement is to split the vacancy 

over two Mn lattice sites and position the substituted Cr atom in the center of the 

structural vacancy between the faces of the two empty tetrahedra. This exact 

configuration is illustrated in Figure 3-13. From this position, the substituted Cr forms 

and the octahedron that is corner connected to neighboring Cr octahedra occupy their 

normal lattice positions. Furthermore, this mechanism serves as the highest mobility 

pathway for Cr migration with a barrier height of 0.85 eV, which is 1.56 eV lower than 

that of the direct vacancy mechanism. In the plot on the right of Figure 3-12, Mn sitting 

on a Cr lattice site migrates to the nearest vacant Cr site. This profile shares a similar 

shape to that seen in the direct Cr vacancy mechanism, but its 1.52 eV barrier height is 

lower than that of the direct mechanism by 0.89 eV. Since this mechanism involves 

migration of Mn, the reduction in barrier height relative to the direct Cr mechanism is 

inconsequential as it does not approach the 0.45 eV peak of the direct Mn vacancy 

mechanism. Therefore, this mechanism is unlikely to contribute to any significant 

amount of Mn diffusion.  
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Figure 3-13.  A CrMn substitution defect in the midpoint of its migration between Mn sites 

coordinating to form an octahedron which is corner connected with other Cr 
octahedra. 

The NEB profiles presented in Figure 3-14 represent the migration of a cation on 

its native sublattice crossing over to a vacancy on the adjacent sublattice to form a 

substitution defect and vacancy pair. The exact equations for these reactions can be 

found in rows 2 and 4 of Table 3-6. Unlike the previously presented NEB profiles, these 

are not expected to have equivalent endpoints as the initial and final states are two 

separate defect complexes. 

 

Figure 3-14.  Barrier height for vacancy mediated diffusion of Mn crossing over to the Cr 
sublattice to form a MnCr substitution (left) and Cr crossing over to the Mn 
sublattice to form a CrMn substitution (right). 
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On the left side of Figure 3-14 is the formation of a MnCr substitution and vacancy pair. 

This profile clearly shows the energetic favorability of the final state relative to the initial 

state (an isolated Cr vacancy). The opposite is true for the formation of a CrMn 

substitution and vacancy pair. In this case, the formation energy of the initial Mn 

vacancy is less than that of the resulting vacancy + substitution complex. This result is 

consistent with the findings presented in Table 3-5 that the formation of MnCr 

substitutions is thermodynamically more favorable than CrMn substitutions. Considering 

that the formation energies presented in Table 3-5 are for isolated substitution defects, 

we can also conclude that the introduction of a vacancy near the substitution site (as is 

the situation in Figure 3-14) does not affect the ordering of the favorability for CrMn and 

MnCr defects. Comparing the barrier heights between the two substitution formation 

mechanisms it is evident that the formation of MnCr is going to dominate kinetically with 

a barrier height of 1.57 eV relative to 2.73 eV for CrMn. 

3.3.6 Interstitial Mediated Migration 

As shown previously in Chapter 3.3.3, cation and anion interstitials differ 

significantly in their formation energies. Because 𝑂<110>
𝑥  is more favorable than either 

cation interstitial at any charge state, only O interstitial migration is considered here. 

Two modes of interstitial mediated migration for oxygen are considered. In the simplest 

case, an oxygen atom in the split configuration jumps between two equivalent 

equilibrium positions on the same lattice site. To make this jump, the oxygen must cross 

a {101} plane. This mechanism has a very low barrier height at just 0.61 eV. However, 

because the atom never leaves its original lattice site, this does not contribute to the 

long-range migration of oxygen. Therefore, we explore an alternative three-body 

interstitialcy mechanism, illustrated in Figure 3-15. In this case, one oxygen in a split 
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interstitial configuration migrates off lattice to its nearest neighbor, allowing the other 

oxygen involved in the split to occupy the starting lattice site alone. The migrating atom 

pushes the neighboring oxygen off lattice along a <110> direction thus forming a new 

split-interstitial defect on a neighboring lattice site. The migration profile of this 

mechanism is shown on the right in Figure 3-15 and has a saddle point energy of 1.91 

eV.  

 
Figure 3-15.  (Left) Diagram of the 3-body O interstitialcy mechanism. (Right) 3-body O 

interstitialcy mechanism NEB profile. 

3.4 Discussion and Conclusions 

In our analysis of isolated point defects in MnCr2O4 we find that there is a distinct 

preference to form cation vacancies over oxygen vacancies regardless of the 

environmental conditions. Despite this preference, we consider vacancy mediated 

migration mechanisms for all species. However, when considering interstitial defects, 

the preference to form O interstitials over cationic interstitials is so strong that we 

consider O to be the only species which is a viable candidate for interstitial mediated 

migration. Again, we find that this trend holds regardless of the temperature and 
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pressure conditions imposed on the system over the range we have investigated. 

Across four possible interstitial configurations for O, the lowest formation energy is 

associated with a dumbbell-type split interstitial which spans a direction in the <110> 

family. Due to the chemical complexity of spinels, it is also necessary to evaluate the 

favorability of antisite and substitution type defects. We find that inversion is not 

preferred for the MnCr2O4 composition due to the relatively high antisite formation 

energy. However, substitutions of Mn and Cr on their adjacent sublattices have 

formation energies less than that of vacancy defects indicating that they may play a role 

vacancy mediated diffusion. Therefore, in addition to evaluating the direct vacancy 

mediated diffusion pathways of each species, four additional pathways which 

incorporate substitution defects are also considered. We find that Mn is the most mobile 

cation with a peak barrier height of 0.45 eV in the 2+ charge state. The direct vacancy 

mechanism to diffuse Cr is significantly higher in barrier height, but Cr can diffuse as a 

CrMn substitution defect along the Mn sublattice with a barrier height that is 

approximately twice that of native Mn. Lastly, we find that O may diffuse via a vacancy 

mediated mechanism between the corners of Mn centered tetrahedra and Cr centered 

octahedra or via an interstitialcy mechanism with similar barrier heights. 

The corrosion of MnCr2O4 is a complex process that involves surface reactions 

and component diffusion. The oxide growth could result from diffusion of the oxygen 

ions through the oxide to the metal interface or diffusion of metal ions to the oxide 

surface, or both. For the spinel oxide analyzed in this work, the lowest migration energy 

for Mn and Cr cations and O anions through MnCr2O4 are summarized in Table 3-7 Just 
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from comparing the migration energies, it appears that the Mn and Cr cations are more 

mobile than the O anions, and so will likely dominate the diffusion.  

Table 3-7.  Barrier heights of all diffusion mechanisms investigated in this work. 

Migrating 
Species 

Kröger-Vink Notation Barrier 
Height (eV) 

Mn Mnx
Mn (site 1) + Vx

Mn (site 1) → Mnx
Mn (site 

2) + Vx
Mn (site 2) 

0.63 

Mn Mnx
Mn (site 1) + V’’Mn (site 1) → Mnx

Mn (site 
2) + V’’Mn (site 2) 

0.45 

Mn Vx
Cr (site 1) + Mnx

Cr (site 1) → Vx
Cr (site 2) + 

Mnx
Cr (site 2) 

1.81 

Mn V’’Cr (site 1) + Mnx
Cr (site 1) → V’’Cr (site 2) 

+ Mnx
Cr (site 2) 

1.51 

Mn Vx
Cr + Mnx

Mn → Vx
Mn + Mnx

Cr 1.84 

Mn V’’Cr + Mnx
Mn → V’’Mn + Mnx

Cr 1.57 

Cr Crx
Cr (site 1) + Vx

Cr (site 1) → Crx
Cr (site 2) 

+ Vx
Cr (site 2) 

2.58 

Cr Crx
Cr (site 1) + V’’Cr (site 1) → Crx

Cr (site 2) 
+ V’’Cr (site 2) 

2.41 

Cr Vx
Mn (site 1) + Crx

Mn (site 1) → Vx
Mn (site 2) 

+ Crx
Mn (site 2) 

0.89 

Cr V’’Mn (site 1) + Crx
Mn (site 1) → V’’Mn (site 2) 

+ Crx
Mn (site 2) 

0.85 

Cr Vx
Mn + Crx

Cr → Vx
Cr + Crx

Mn 2.73 

Cr V’’Mn + Crx
Cr → V’’Cr + Crx

Mn 3.41 

O Ox
O (site 1) + Vx

O (site 1) → Ox
O (site 2) + 

Vx
O (site 2) 

2.14 

O Ox
O (site 1) + V*O (site 1) → Ox

O (site 2) + 
V*O (site 2) 

2.11 

O Ox
i (site 1) → Ox

i (site 2) 1.86 

 

However, the migration energies only define a portion of the diffusivity. The 

prefactors are also needed and could be defined in the future using classical molecular 

dynamics (MD) or ab initio MD. Once prefactors are obtained, it will be possible to 

determine the dominant migrating species. 

Corrosion models must define the growth of the oxide layer and the resultant 

weight gain. Accelerated diffusion along grain boundaries can significantly impact 
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oxidation rates, and so grain boundary diffusivities are often important. The migration 

energies obtained here are for diffusion within grains; future work is needed to 

investigate grain boundary diffusion. Mesoscale models of corrosion that resolve the 

microstructure will need these grain diffusivities, as well as grain boundary diffusivities. 

Macroscale corrosion models ignore the alloy and oxide microstructure and therefore 

only need an effective diffusion coefficient through the oxide layer. The effective 

diffusion is typically obtained as a function of the grain and grain boundary diffusivities, 

and the grain size. Corrosion models would need similar diffusivity values for each oxide 

type present. 

Citing recent experimental data on the high-temperature corrosion of stainless 

steel alloys, it is evident that the MnCr2O4 phase dominates the bulk of the resultant 

oxide film in samples exposed to corrosive conditions although Mn3O4 and Cr2O3 

phases are also formed. [7]. In order to understand the corrosion process of such alloys 

on an atomistic level, it is imperative that we identify the thermodynamically possible 

and kinetically probable diffusion mechanisms present within this oxide film. In this 

work, we have progressed that understanding by providing an in-depth analysis of point 

defect behavior in MnCr2O4 with considerations for the effect of corrosive environmental 

conditions. We find that Mn and Cr cations are the most mobile species when diffusing 

via vacancy and vacancy + substitution mechanisms respectively. The barrier height for 

O diffusion via interstitial or vacancy mediated mechanisms is significantly higher 

indicating that cation diffusion is likely to dominate. Even with a complete understanding 

of the relevant defects in the MnCr2O4 phase which contribute to corrosion, a unified 

corrosion model capable of predicting the evolution of the entire oxide film will be 
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incomplete without similar data for each constituent oxide phase. Therefore, in future 

work we aim to conduct a similar analysis of the Mn3O4 and Cr2O3 phases to provide the 

accurate diffusivity parameters required by such a model.  
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CHAPTER 4  
ENERGETICS AND DIFFUSION KINETICS OF POINT DEFECTS IN Cr2O3 FROM 

FIRST PRINCIPLES 
 

4.1 Background 

 Austenitic stainless steel alloys are ubiquitous in high-performance industrial 

applications due to their unique combination of robust mechanical properties and 

corrosion resistance at a reasonable cost [68], [70], [71]. The high Cr content in such 

alloy systems is known to form a passivating film which insulates the underlying 

structure from further oxidation [73]. However, this Cr-rich film can become a liability at 

long exposure times when the underlying alloy becomes so depleted of Cr that a brittle 

ferrite phase forms at the interface making the material susceptible to fracture [111], 

[112]. Fortunately, additional alloying elements can mitigate this effect by changing the 

energetics, kinetics, and composition of the resulting oxide film [113]. 

 To develop a mechanistic understanding of this oxidation process, it is necessary 

to characterize the defect behavior in each oxide component. In the widely used 21-2N 

alloy, the oxide phases which are observed to develop in a high-temperature dry 

atmosphere include MnCr2O4, Cr2O3, and Mn3O4 [7]. We have previously investigated 

the MnCr2O4 spinel phase in this context [114]. Cr2O3 is next of interest due to its 

mediating position between the spinel and outermost Mn3O4 layer. Prior DFT work has 

been conducted to characterize the formation and migration of native Cr and O defects 

[100], [115], though there is a knowledge gap relating to the behavior of foreign cations 

which is of paramount importance in understanding how the multilayer oxide film 

evolves over the course of its development under corrosive conditions. 

 Therefore, in this work we evaluate the thermodynamic favorability of forming 

both native Cr and foreign Mn defects. Defects with low formation energy are assessed 
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for their mobility along a set of elementary migration pathways compatible with long-

range diffusion. The effects of defect charge state and environmental conditions are 

considered to model the process with the physical context in which it occurs. Lastly, the 

results of this work and prior studies are compiled to inform a mechanistic 

understanding of the experimentally observed oxide evolution at long exposure times.  

4.2 Computational Methodology 

 The density functional theory (DFT) calculations in this work are performed with 

the Vienna Ab initio Simulation Package (VASP) [83], [84], [85]. Projector augmented 

plane wave (PAW) pseudopotentials [86] are used to describe the interactions between 

core and valence electrons. The generalized gradient approximation (GGA) and 

Perdex-Burke-Ernzerhof (PBE) functional [23] are used to describe exchange 

correlation energies. Due to limitations of DFT in regards to accurately modeling 

localized d electrons [35], GGA+U is employed and the value of U is set to 3.5 eV for Cr 

[74]. A plane-wave cutoff energy of 500 eV is chosen following a convergence study 

over the range of 300 – 600 eV.  The simulation cell for defect formation and migration 

calculations is a 2 x 2 x 1 supercell of the trigonal R3̅c corundum-like Cr2O3 unit cell. 

The defect-free system contains 120 atoms total and the relaxed lattice parameters are 

as follows: a = b = 10.09 Å, c = 13.93 Å, 𝛼 = 𝛽 = 90º, 𝛾 = 120º. A k-point convergence 

study found that a Γ-point centered 3 x 3 x 2 Monkhorst-Pack mesh [88] provides a 

reasonable balance between computation speed and precision. Spin polarization is 

enabled for all calculations and magnetic moments on the Cr sublattice are initialized to 

± 5.0 𝜇𝐵 to create an antiferromagnetic (AFM) ordering. The sign of the magnetic 

moment alternates based on each atom’s position along the c-axis of the simulation cell 
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to create a layered-AFM configuration. Structure relaxations employ a Gaussian 

smearing scheme with a smearing width of 0.05 eV as is recommended for insulating 

materials in the VASP documentation. Total energy values are extracted from single-

point calculations of the optimized structure with the smearing scheme switched to the 

tetrahedron method with Blöchl corrections [89]. 

 Defect formation energy calculations in this work consider the effect of defect 

charge state by employing the sxdefectalign package [90] to compute 

Freysoldt/Neugebauer/Van de Walle (FNV) correction energy [91], [92]. This correction 

term is required to counteract the effect of self-interaction for charged defects in a 

periodic simulation cell. The defect formation energy is calculated via Equation 1: 

𝐸𝐹
𝑞 = 𝐸𝑑𝑒𝑓

𝑞 − 𝐸𝑟𝑒𝑓 − ∑ 𝑛𝑖𝜇𝑖 + 𝑞𝐸𝐹𝑒𝑟𝑚𝑖 + 𝐸𝑐𝑜𝑟𝑟

𝑖

 (4-1) 

 Where  𝐸𝑑𝑒𝑓
𝑞

 is the total energy of the simulation cell containing the charged defect, 𝐸𝑟𝑒𝑓 

is the total energy of the charge neutral defect-free simulation cell, 𝑛𝑖 is the number of 

atoms of species 𝑖 which contribute to the defect, 𝜇𝑖 is the chemical potential of each 

species 𝑖, 𝑞 is the defect charge state, 𝐸𝐹𝑒𝑟𝑚𝑖 is the Fermi energy with respect to the 

vacuum level, and 𝐸𝑐𝑜𝑟𝑟 is the FNV correction energy. 

 This work also considers the effect of environmental conditions on defect 

formation energy. The oxidizing environment in which this corrosion process takes place 

can be approximated in an ab-initio framework by adjusting the chemical potentials of 

the defect species to simulate thermodynamic conditions of 1000 K and an O2 partial 

pressure of 0.2 atm. Adjustments to the chemical potential are determined using the 

methodology of Finnis et al. [93] which has been widely used to conduct ab-initio 

thermodynamics studies [94], [95], [96], [97], [98], [99], [100]. For greater detail on the 
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implementation of this method we direct the reader to our prior work which utilizes the 

same technique [114].  

 Migration energy barriers are determined using the climbing image nudged 

elastic band method (CI-NEB) as implemented in the VASP transition state tools (VTST) 

developed by the Henkelman group [102], [103]. Each CI-NEB calculation is 

interpolated over 7 intermediate images to achieve high resolution diffusion profiles. A 

spring constant of 5.0 eV/Å2 assigned to each of the virtual springs connecting the 

intermediate images proved to be adequately flexible to achieve full relaxation along 

each migration pathway.  

4.3 Results 

4.3.1 Point Defect Formation 

 Isolated vacancy, interstitial, and substitution type defects in the Cr2O3 lattice are 

assessed at varying charge states up to and including their expected formal charge to 

identify key defect transition levels within the bandgap. The valence band maximum 

(VBM) and conduction band minimum (CBM) values required to define the span of the 

bandgap are calculated using the same GGA+U functional used throughout this work. 

The predicted band edges are 3.32 eV and 6.77 eV for a bandgap of 3.45 eV.  

The formation energy of an isolated Cr vacancy is plotted in Figure 4-1. It can be 

seen that the expected formal charge state (𝑉𝐶𝑟
′′′) is indeed predicted to have the lowest 

formation energy at the CBM. Interestingly, the formation energy is negative which 

suggests that some concentration of vacancy defects should be expected very near to 

the conduction band edge. Furthermore, three distinct transition levels are observed at 

1 eV, 1.6 eV, and 2.2 eV into the bandgap. The exact values for each charge state are 

reported in Table 4-1.   
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Figure 4-1.  Cr vacancy defect formation energy at different charge states as a function 

of position in the bandgap. Solid lines represent the 0 K condition and dashed 
lines represent the 1000 K condition. 

Table 4-1.  Tabulated Cr vacancy formation energy of each charge state at the VBM 
and CBM. The lowest formation energy is in bold. 

Defect Formation Energy at VBM 
(eV) 

0K/1000K 

Formation Energy at CBM 
(eV) 

0K/1000K 

𝑉𝐶𝑟
𝑥  5.02/4.17 5.02/4.71 

𝑉𝐶𝑟
′  6.01/5.7 2.56/2.25 

𝑉𝐶𝑟
′′  7.66/7.35 0.76/0.45 

𝑉𝐶𝑟
′′′ 9.92/9.61 -0.44/-0.75 

 
 Interstitial defects of both Cr and Mn are compared to identify possible 

preferences for non-native cation intercalation. Only one interstitial configuration, 

Wyckoff site 6b, is considered because our tests show that it is energetically equivalent 

to the alternative 36f site. Figure 4-2 compares the defect transition levels of Cr6b 

(Figure 4-2a) and Mn6b (Figure 4-2b) interstitials. The Cr interstitial is higher in energy 

than the comparable vacancy defect throughout the width of the band gap indicating a 

higher likelihood of vacancy formation and a low population of native interstitial defects. 

In contrast, Mn interstitial formation is more favorable than Cr by a margin of 0.22 eV at 

the lowest point. Additionally, Mn does not exhibit a transition to the expected formal 

charge (𝑀𝑛6𝑏
•••), and instead favors the 𝑀𝑛6𝑏

••  state from the VBM up until a transition to 
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𝑀𝑛6𝑏
•  at 2.3 eV into the bandgap. The exact formation energy for each species at each 

charge state is reported in Table 4-2. 

 
Figure 4-2.  Interstitial formation energy at different charge states as a function of 

position in the band gap. Each subplot represents a different species: Cr (a), 
Mn (b). Solid lines represent the 0 K condition and dashed lines represent the 
1000 K condition. 

Table 4-2.  Tabulated interstitial formation energy values of each charge state at the 
VBM and CBM. The lowest formation energy for each species is in bold. 

Defect Formation Energy at VBM 
(eV) 

0K/1000K 

Formation Energy at CBM 
(eV) 

0K/1000K 

𝐶𝑟6𝑏
𝑥  6.40/6.71 6.40/6.71 

𝐶𝑟6𝑏
•  4.38/4.69 7.39/7.70 

𝐶𝑟6𝑏
••  2.37/2.68 8.39/8.70 

𝐶𝑟6𝑏
••• 1.15/1.46 10.16/10.47 

𝑀𝑛6𝑏
𝑥  5.66/6.05 5.66/6.05 

𝑀𝑛6𝑏
•  3.41/3.80 6.42/6.81 

𝑀𝑛6𝑏
••  1.37/1.76 7.38/7.77 

𝑀𝑛6𝑏
••• 2.31/2.70 11.33/11.72 

 
 

Due to the interest in mapping out likely diffusion mechanisms across different 

oxides, the substitution of Mn for Cr is a crucial defect type to understand in the context 

of a Mn/Cr oxide interface. In Figure 4-3, the MnCr substitution defect is plotted for 

charge states ranging from -1 to +1. From inspection, the 𝑀𝑛𝐶𝑟
′  state dominates most of 
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the bandgap and has a highly favorable formation energy at the CBM. The fact that this 

defect is predicted to form spontaneously suggests that existing Cr vacancies can be 

readily occupied by incoming Mn cations. Additionally, the strong preference to form the 

𝑀𝑛𝐶𝑟
′  state is consistent with the results presented in Figure 4-2 which indicate a 

difference in preferred charge state between Cr and Mn interstitials. By replacing a Cr3+ 

with a Mn2+, as is the situation in a MnCr substitution, it follows that the charge on the 

defect site should be -1 which is indeed the result reported here. For exact values of 

each charge state at the VBM and CBM, refer to Table 4-3.  

 

 
Figure 4-3.  MnCr substitution formation energy at different charge states as a function 

of position in the bandgap. Only the 0 K condition is shown because the effect 
of temperature is negligible for substitution defects. 

Table 4-3.  Tabulated MnCr substitution formation energy values of each charge state at 
the VBM and CBM. The lowest formation energy is in bold. 

Defect Formation Energy at VBM 
(eV) 

Formation Energy at CBM 
(eV) 

𝑀𝑛𝐶𝑟
•  0.22 3.67 

𝑀𝑛𝐶𝑟
𝑥  1.13 1.13 

𝑀𝑛𝐶𝑟
′  2.50 -0.95 
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4.3.2 Point Defect Migration 

 Having established a basis for understanding the relative thermodynamic 

favorability between the defect types under consideration, we proceed to evaluate the 

kinetic barriers associated with those that are predicted to be most prevalent. 

Specifically, migration reactions consisting of both vacancy and substitution type defects 

are analyzed due to their low formation energies. Interstitial type defects are excluded 

from this analysis because the corresponding vacancy type defect is dominant 

throughout the bandgap.  

Four unique migration pathways, first introduced by Gray et al. [100], are 

considered for each defect type. To remain consistent with their original naming 

convention we adopt the names V1-V2, V1-V3, V2-V4, and V3-V4 to indicate that each 

path is vacancy mediated but can be traversed by either Cr or Mn. Path V1-V2 (Figure 4-

4a) is limited to in-plane migration within the purely cationic (001) plane. Path V1-V3 

(Figure 4-4b) is aligned with the [001] direction and crosses through a single plane of O 

atoms. Path V2-V4 (Figure 4-4c) is also aligned with the [001] direction but passes 

through two planes of O atoms. Lastly, path V3-V4 (Figure 4-4d) is not axially aligned, 

but bridges across one layer of O atoms. Taken together, these elementary paths can 

be chained together indefinitely to enable long-range diffusion. 
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Figure 4-4.  Schematics of different vacancy mediated diffusion pathways. The yellow 

vector represents the direction of travel. Each subplot corresponds to a 
different pathway: V1-V2 (a), V1-V3 (b), V2-V4 (c), and V3-V4 (d). 

 The migration profiles associated with each of the elementary paths are shown in 

Figure 4-5. In all instances, the migration of Mn as a MnCr substitution defect has a 

significantly lower barrier height than the corresponding native Cr migration. 

Additionally, treating the mediating Cr vacancy as its most stable charge state (𝑉𝐶𝑟
′′′) 

consistently results in a reduced barrier height for both Cr and Mn migration. Path V1-V2 

produces the lowest barrier height for all defect types and charge states indicating that 
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diffusion through purely cationic layers is more rapid than crossing anionic O layers. 

However, to achieve long-range diffusion, V1-V2 must be chained with a path that 

crosses O layers. The only O bridging path directly compatible with V1-V2 is V2-V4 which 

has a barrier height of 1.46 eV for Mn diffusion and 2.73 eV for Cr diffusion. 

Alternatively, the V1-V3 + V3-V4 pair is also viable for long-range diffusion. The rate 

limiting step for this combination is the V3-V4 jump for Mn (1.58 eV) and the V1-V3 jump 

for Cr (2.37 eV). Therefore, the most efficient path to long-range diffusion for Mn is via 

the V1-V2 + V2-V4 pair which is rate limited by the V2-V4 O-bridging jump at 1.46 eV 

while the diffusion of Cr proceeds along the V1-V3 + V3-V4 pair which is rate limited by 

the V1-V3 O-bridging jump at 2.37 eV. The barrier height associated with the most 

efficient combinations of elementary jumps to achieve long-range diffusion are 

enumerated in Table 4-4 for each species. 
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Figure 4-5.  Vacancy mediated migration profiles for Cr and Mn at different charge 

states. Each subplot corresponds to a different migration pathway: V1-V2 (a), 
V1-V3 (b), V2-V4 (c), and V3-V4 (d). Profiles which diffuse Cr are blue, and 
profiles which diffuse Mn are green. Solid lines represent the 𝑉𝐶𝑟

𝑥  charge state 

and dashed lines represent the 𝑉𝐶𝑟
′′′ charge state. 

Table 4-4.  Tabulated barrier heights of the most efficient elementary jump combinations 
to achieve long-range diffusion for each species. Rate limiting barrier heights 
are in bold. 

Migrating Species Mediating Defect Path Barrier Height (eV) 

Cr 𝑉𝐶𝑟
′′′ V1-V3 2.37 

Cr 𝑉𝐶𝑟
′′′ V3-V4 2.06 

Mn 𝑉𝐶𝑟
′′′ + 𝑀𝑛𝐶𝑟

𝑥  V1-V2 0.75 

Mn 𝑉𝐶𝑟
′′′ + 𝑀𝑛𝐶𝑟

𝑥  V2-V4 1.46 

 
4.4 Discussion and Conclusions 

 In this work, the formation and migration of point defects relevant to oxide 

evolution in Cr2O3 are assessed to inform a mechanistic model of the growth process in 

a multilayer oxide film. Vacancy type defects are found to be more favorable than 

interstitials regardless of charge state or environmental conditions. Additionally, the 

incorporation of Mn cations into the Cr2O3 lattice as MnCr substitutions is found to have 

a low energy barrier, even becoming spontaneous at the CBM indicating facile uptake of 

Mn into Cr vacancy sites. Four elementary vacancy mediated migration pathways are 
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evaluated using NEB calculations to identify the most efficient combinations capable of 

long-range diffusion for both Mn and Cr. Diffusion of Mn through the Cr2O3 lattice as a 

MnCr substitution is consistently found to have a lower barrier height than native Cr. The 

effect of defect charge state on migration barrier height is also investigated resulting in 

the finding that treatment of the mediating Cr vacancy defect as its most stable charge 

state (𝑉𝐶𝑟
′′′) significantly reduces barrier height for both Cr and Mn migration.  

 Combining these findings with our prior work on the MnCr2O4 spinel [114], which 

is also found to be a component of the multilayer oxide film that forms atop 21-2N steel 

alloy, enables deeper insights into the mechanisms controlling the oxide evolution 

process. Specifically, it is instructive to consider the results presented by Abdallah et al. 

[7] between the period of 900 and 1925 hours of exposure time during which the total 

thickness of the film remains constant, but the relative thickness of layers within the film 

continues to change. To illustrate this process, Figure 4-6 presents a schematic of the 

oxide evolution during that period along with annotations indicating potential atomistic 

mechanisms. The proposed mechanisms are evaluated in the context of the kinetics 

presented in this work to identify those which are most likely and the specific interfaces 

at which growth occurs for each component of the film.  
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Figure 4-6.  Schematic of four possible mechanisms that explain the oxide film evolution 

between 900 and 1925 hours of exposure time under the conditions 
described by Abdallah et al. [7]. The most likely mechanisms are denoted with 
a black bounding box. 

 The most notable change observed in Figure 4-6 corresponds to the increasing 

thickness of MnCr2O4 spinel and Cr2O3 at the expense of Mn3O4 resulting in a net zero 

change in total oxide thickness. Some additional context important in understanding the 

logic behind each mechanism is the fact that the underlying 21-2N alloy forms a Mn 

depletion zone just beneath the MnCr2O4 layer as the oxide forms due to the low 

concentration of Mn (8.5 wt%) relative to Cr (20.25 wt%) [7] and Mn’s rapid diffusivity 

through the alloy [116]. This creates the boundary conditions that Mn3O4 is the primary 

source of Mn while the alloy is still capable of providing Cr. Under these conditions, we 

propose four possible mechanisms for consideration: Cr from the alloy migrates via 

vacancy mediated diffusion through MnCr2O4 and Cr2O3 meeting with O at the 

Cr2O3/Mn3O4 interface to produce more Cr2O3 (M1), Cr from the alloy migrates via 

vacancy mediated diffusion through MnCr2O4 meeting with O at the MnCr2O4/Cr2O3 
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interface to produce more Cr2O3 (M2), Cr from the alloy migrates via vacancy mediated 

diffusion through MnCr2O4 and Mn from Mn3O4 migrates through Cr2O3 via vacancy 

mediated diffusion to meet with O at the MnCr2O4 /Cr2O3 interface and produce more 

MnCr2O4 (M3), lastly, Mn from Mn3O4 migrates through Cr2O3 and MnCr2O4 via vacancy 

mediated diffusion to meet with Cr and O at the alloy/MnCr2O4 interface and produce 

more MnCr2O4 (M4). 

 Mechanisms M1 and M2 relate to the growth of Cr2O3. For M1 to be most likely, Cr 

diffusion through Cr2O3 must be faster than O diffusion through both Mn3O4 and Cr2O3. 

In this work, we have identified that the lowest possible barrier height for long-range Cr 

diffusion through Cr2O3 is 2.37 eV and our prior work predicts Cr to have a minimum 

barrier height of 0.85 eV through MnCr2O4 [114]. A DFT study of O migration in Cr2O3 

reveals that O is highly mobile as 𝑂𝑖
′′ with a barrier height ranging from 0.29 to 0.58 eV 

depending on the direction of travel [115]. Unfortunately, there is insufficient literature 

on O migration barriers through Mn3O4 to draw a direct comparison. Therefore, we 

make an approximation that O migration through Mn3O4 likely has a lower bound of 0.29 

eV as predicted in Cr2O3 [115] and an upper bound of 1.86 eV as predicted in MnCr2O4 

[114]. Even at the upper end of this range, O through Mn3O4 outpaces Cr in Cr2O3. 

However, due to the high diffusivity of Cr through MnCr2O4, it is important to consider 

the total diffusion distance required for each species to meet at the interface. Because 

the outermost Mn3O4 layer is so thin relative to MnCr2O4, 0.5 μm vs. 1.2 μm at the 900 

hours mark [7], it is reasonable to predict that O would reach the Cr2O3 layer before Cr 

does. Furthermore, as the evolution proceeds, the loss of Mn3O4 and growth of 

MnCr2O4 produces even more favorable conditions for O to arrive first. Upon reaching 
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Cr2O3, the diffusivity of O dominates leading to both species meeting at the 

Cr2O3/MnCr2O4 interface thus satisfying M2. However, this conclusion is at odds with the 

findings of a phase-field study of the same oxide film which predicts Cr2O3 growth at the 

outer interface with Mn3O4 [117], [118]. This discrepancy could be due to error in our 

approximation of O diffusivity through Mn3O4 or perhaps evidence of a transition 

between dominant growth mechanisms that is dependent on the relative thicknesses of 

Mn3O4 and MnCr2O4 over the course of oxide growth. This finding highlights the need 

for an in-depth analysis of point defect migration in Mn3O4 as well as the possibility of 

identifying different growth mechanisms dependent on the stage of the growth process. 

 Mechanisms M3 and M4 relate to the growth of MnCr2O4. For M3 to be most likely, 

the diffusion of Cr through MnCr2O4 must be faster than the diffusion of Mn through both 

Cr2O3 and MnCr2O4. In this work, we have found that Mn diffuses through Cr2O3 as a 

MnCr substitution defect even more readily than native Cr with a minimum barrier height 

for long-range diffusion of 1.46 eV. Our prior work predicts a barrier height of just 0.45 

eV for Mn diffusion through MnCr2O4 [114]. As stated previously, the barrier height for 

Cr diffusion through MnCr2O4 is 0.85 eV. Although Cr migrates through MnCr2O4 more 

rapidly than Mn through Cr2O3, the thickness of Cr2O3 at 900 hours is just 0.08 μm. 

Therefore, diffusion through the 1.2 μm MnCr2O4 layer controls the mechanism. The 

barrier height of Mn for this process is approximately half that of Cr which results in Mn 

being able to rapidly reach the alloy/MnCr2O4 interface and satisfying M4. In this 

instance, our predictions agree with the phase-field model [117], [118]. The fact that the 

two methods agree when the mechanism does not need to incorporate an estimated 

value for O diffusivity further highlights the value of a future study on migration barriers 
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in Mn3O4. Furthermore, to extend our prior comment on the influence of relative layer 

thickness on preferred mechanism, it is interesting to observe that if Cr2O3 continues to 

grow at a rate greater than or equal to MnCr2O4 then inward Mn diffusion will be 

hindered relative to outward Cr diffusion thus opening the possibility of a mechanism 

reversal. 

 In conclusion, this work has investigated the defect energetics and kinetics of 

point defects involved in the growth of Cr2O3 and MnCr2O4 as components of a 

multilayered oxide film which is observed to form atop 21-2N stainless steel when 

exposed to corrosive conditions. The diffusivity of Mn as a MnCr substitution defect is 

found to be more mobile than native Cr via a vacancy mediated diffusion mechanism. 

These results are incorporated with other works on the same multilayered oxide film to 

predict the atomistic mechanisms driving the change in relative layer thickness 

observed after the total thickness of the oxide film has stabilized. MnCr2O4 is predicted 

to grow at the interface with the bulk alloy and Cr2O3 is predicted to grow at the interface 

with MnCr2O4. However, a reversal in either mechanism is recognized as a possibility as 

the relative thickness of each layer changes during the corrosion process. Future work 

to identify the modality and barrier height of O diffusion through Mn3O4 could be 

incorporated to make the mechanistic predictions more comprehensive. 
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CHAPTER 5  
PREFERENTIAL INTERLAYER ADSORPTION SITES IN PHYLLOSILICATE CLAY 

EDGE MODELS BY MOLECULAR DYNAMICS SIMULATION* 

5.1 Background 

Nuclear energy production is an attractive way to satiate the growing energy 

demands of our society due to its low carbon footprint relative to fossil fuels [8], [9], 

[119]. However, the radioactive high-level waste (HLW) and used nuclear fuel (UNF) 

generated as byproducts in nuclear reactor facilities poses a challenge to the health and 

safety of surrounding communities and the environment at large. One solution for safe 

disposal of these dangerous byproducts proposed by multiple national agencies is to 

use deep geological repositories [10], [11], [120], [121], [122]. These repositories are 

the final stage of the nuclear fuel cycle and as such must remain stable and performant 

on the timescale of one million years [12]. Clay minerals are stable over these 

geological timescales and offer additional beneficial properties that make them excellent 

candidates as buffer materials for these proposed repositories, including high sorption 

and ion exchange capacity, swelling to limit permeability in water, and high availability in 

the Earth’s crust [123], [124], [125], [126]. In addition to protecting the waste package 

from its surroundings, the buffer material must be capable of sequestering radionuclides 

in the event of a container breach [10], [127]. Fission products such as iodine-129 and 

technetium-99 are critical targets for sequestration due to their high mobility in water 

and tendency to form a variety of polyatomic ions [128], [129], [130].   

 
* The work described in this chapter is under review for publication R. Seaton Ullberg, An T. Ta, and 
Simon R. Phillpot. “Preferential Interlayer Adsorption Sites in Phyllosilicate Clay Edge Models by 
Molecular Dynamics Simulation.” Applied Clay Science (Under Review). 
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 Atomic resolution calculations and simulations have proven to be a valuable tool 

in developing an understanding of engineered buffer materials for HLW and UNF 

disposal [131], [132], [133]. In particular, molecular dynamics (MD) simulations are 

capable of probing the dynamical behavior of these materials at the nanoscale. Prior 

works have used MD simulation in the context of evaluating possible clay buffer 

materials to predict anion exclusion from hydrated interlayers [134], the diffusivity of 

solvated ions [135], [136], [137], and the structure of edge terminations [138].  

To address the phenomenon of anion exclusion, which is particularly impactful 

when considering the sequestration of anionic radionuclides such as iodate (IO3
-) and 

pertechnetate (TcO4
-), Tournassat et al. [134] simulated a (110) terminated 

montmorillonite nanoparticle adjacent to a region of dilute NaCl solution, referred to as 

the mesopore. MgAl
’ substitutions in their system were randomly distributed throughout 

three montmorillonite sheets to produce a mean layer charge density of -0.1 Cm-2, 

approximately -0.29 electrons per unit cell (e/u.c.), with the stipulation that substitutions 

could not be located near edge surfaces. The authors used three simulation cells which 

differ in interlayer water content (and by extension interlayer spacing) to assess the 

accessibility of the interlayer. The two water-layer system, which was the lowest degree 

of hydration tested, was found to completely exclude Cl- ions from the interlayer while 

both three- and five-layer systems were found to accommodate the anion. In all three 

systems, Na+ ions were found to occupy the interlayer at a higher concentration than 

the mesopore.  

Kosakowski et al. [135] advanced our understanding of interlayer dynamics by 

determining water and ion diffusivities in mixed Na-Cs-montmorillonite from Monte Carlo 
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and MD simulations. They found that in interlayers with low hydration (monolayer water 

coverage) Cs+ ions are immobilized and tend to adsorb to the hexagonal cavities 

present in the tetrahedral layer of the montmorillonite clay sheet. The diffusivities of 

water and Na+ ions were found to be similar to each other at all levels of hydration, 

approaching their bulk values beyond tetralayer water coverage. The clay model used in 

that study included no edge terminations and had an ordered arrangement of charged 

substitution sites which limits its applicability to only highly idealized interlayer 

structures. 

Greathouse et al. [136] expanded upon the work of Kosakowski et al. [135] by 

analyzing the effects of  layer charge, cation species, water content, and temperature in 

a similar montmorillonite interlayer system. They reported that a layer charge on the 

lower end of experimentally reported results, -0.375 e/u.c. produces a more 

hydrophobic interlayer condition which leads to increased diffusivity of both water and 

ions relative to a highly charged (-0.75 e/u.c.) clay sheet. Interlayer hydration was only 

found to have a significant impact on diffusivity in the monolayer water coverage 

condition. At 2- and 3-layer water coverage, ions are fully hydrated and move more 

freely through the interlayer. The diffusivity of ions in the interlayer was found to be 

almost the same as that in bulk electrolyte solutions of the same concentration. 

Furthermore, diffusion behavior in the interlayer fluid maintained the trend observed in 

bulk solution that higher concentrations of electrolyte produce lower diffusion 

coefficients. However, this study was conducted using an infinite interlayer 

representation which is a limited analog to real clay nanoparticle systems, which contain 

edge terminations. 
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While Kosakowski et al. [135] and Greathouse et al. [136] have conducted 

extensive work characterizing the effects of interlayer composition and environmental 

conditions on ion diffusivity, one structural variable left unevaluated by the authors is the 

effect of substitutional disorder in the montmorillonite clay sheet. Ngouana W. and 

Kalinichev [137] addressed this limitation by introducing three unique models for 

montmorillonite. Their most uniform model, referred to as Uni, contains only octahedral 

substitutions arranged on a uniform rectangular grid. Two disordered models, RanO and 

RanTO, contain a random distribution of substitutions limited to the octahedral layer or 

mixed between the octahedral and tetrahedral layers respectively. Restrictions were 

applied to the RanO and RanTO models to ensure that there is at least one Al site 

between every substitution site. They reported that the interlayer spacing is similar 

across all three models and that the same four distinct binding sites for ions on the 

tetrahedral layer of the clay sheet are active in each model. These findings suggested 

that substitutional disorder has a negligible impact on the behavior of interlayer ions, 

However, they did not consider the effect of edge surfaces which, when paired with 

varying degrees of substitutional disorder, may impact interlayer composition and ionic 

diffusivity.  

In contrast to the previously introduced works which focus their efforts on 

characterizing behaviors of the interlayer region, Newton et al. [138] used a combination 

of ab-initio and classical MD simulations to develop an atomistic model of the 

montmorillonite edge surface. They found that excess negative charge at edge 

terminations due to solvent accessible octahedral substitutions tends to produce more 

disordered edge structures than models with bulk octahedral substitutions. While the 
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work is thorough in its analysis of clay edge surface structures, it did not consider 

charge-compensating ions which are likely to behave differently in the near-edge and 

bulk substituted models.   

 Through our review of this relevant literature, we have identified a significant 

knowledge gap relating specifically to the behavior of ions in the presence of edge-

terminated montmorillonite sheets as a function of the arrangement of their octahedral 

substitution sites. To close this gap, we have conducted a series of MD simulations on 

clay edge models with substitutions placed specifically to create unique, representative, 

chemical environments at the edge surfaces and in the deep interlayer region. We use 

the resulting simulated trajectories from each model to assess how the presence of 

excess negative charge in different locations relative to the edge termination influences 

the favorable adsorption sites, interlayer composition, and dynamical behavior of ions. 

5.2 Simulation Cell and Computational Methodology 

5.2.1 Clay Edge Structures 

In this work we consider two structurally similar dioctahedral clays: pyrophyllite 

and montmorillonite. Both clays have a 2:1 layered structure in which the outer layers 

are silicon tetrahedrally (T) coordinated to oxygen and the inner layer is aluminum 

octahedrally (O) coordinated to oxygen. Each of these aluminum octahedral cages 

contains one oxygen atom that is also bound to a hydrogen atom to form a structural 

hydroxyl group. These hydroxyl groups are connected to either the top or bottom of the 

octahedron in a regular alternating pattern. These layers arrange as repeating TOT 

sheets which weakly coordinate across a hydrated interlayer region via van der Waals 

interactions. Pyrophyllite, an aluminosilicate with the formula AlSi2O5(OH), differs from 

montmorillonite only in the occupancy of its cationic sites. In montmorillonite, partial 
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substitutions of magnesium in the place of octahedral aluminum induce a net negative 

charge on the structure which is counterbalanced by aqueous cations in the interlayer. 

In this work, we choose to use Na+ as the counterion, but also include equally 

proportioned Na+/Cl- pairs to provide a statistically viable sample of ion trajectories to 

analyze. Montmorillonite can also exist with aluminum substitutions in the tetrahedral 

silicon layer, but the effect of AlSi
’ substitutions is outside the scope of this work. 

Experimentally, both clays are observed to be monoclinic, but prior works have shown 

that they can be approximated as orthorhombic in simulation without significantly 

impacting the dynamics of the system[136], [137]. Single crystal X-ray diffraction data 

by Lee and Guggenheim [139] measures the a and b lattice parameters of pyrophyllite 

to be 5.16 Å and 8.97 Å respectively. The c axis spans the width of the interlayer region 

and is thus sensitive to water content; for a dehydrated system the measured value is 

9.35 Å.    

To best understand the interactions between ions and clay edges in a variety of 

local environments, we devise four unique simulation cells: three montmorillonite 

systems with unique arrangements of isomorphic MgAl
’ substitutions and a pyrophyllite 

system which serves as a charge neutral reference state. Each system consists of three 

layers of trans-vacant dioctahedral (empty octahedral site situated on the mirror plane) 

phyllosilicate clay sheets, three water-saturated interlayers, and a central bulk water 

mesopore which, in addition, contains all the Na+ and Cl- ions at system initialization 

(Figure 5-1). The clay sheets are cleaved to expose the 110A termination described by 

Lavikainen et al. [140]. This termination is consistently reported as one of, if not the 

most, favorable edge termination by prior theoretical works [138], [141], [142], [143], 
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[144], [145], [146]. However, unlike prior works on phyllosilicate edge structures [134], 

[143], we do not apply additional -OH or -H groups to heal the undercoordinated edge 

atoms. We instead rely on the Na+ and Cl- ions in the system to neutralize any localized 

charge on the edge surfaces. After equilibration, the (100) d-spacing between clay 

sheets is measured to be 18.9 +/- 0.1 Å, the length of the simulation cell measured 

along the width of the mesopore is 96.5 +/- 0.2 Å, and the depth measured parallel to 

the edge surfaces is 46.7 +/- 0.2 Å. These dimensions are comparable to the 3WL 

system analyzed by Tournassat et al. [134]. Each montmorillonite system contains 96 

MgAl
’ substitutions, which corresponds to a net charge of -0.33 e/u.c.. A unit cell consists 

of two Al0.833Mg0.167Si2O5(OH) formula units and has the same lattice dimensions as 

pyrophyllite. Recent experimental characterization work by Qiu et al. [147] has shown 

the unit cell charge density of montmorillonite to be in the range of -0.69 to -0.38 e/u.c. 

Increasing the number of substitutions to create a charge density which is 

representative of the experimental value would require substitution sites to be placed 

outside of the distinct locations that are of interest in this work. Therefore, we choose to 

use a substitution scheme which produces a charge density that is as close as possible 

to the experimental range but still allows for analysis of the effect of the substitutions’ 

precise location. The pyrophyllite system contains 180 Na+/Cl- ion pairs and 5978 water 

molecules to form a concentration of 1.47 mol/dm3 which is equivalent to 37% of the 

solubility limit in water at 298.15 K [148]. In the montmorillonite systems, an additional 

96 Na+ ions are included to neutralize the net negative charge induced by MgAl
’ 

substitutions which brings the total concentration up to 45% of the solubility limit. This 

corresponds to individual ion concentrations of 1.47 mol/dm3 for Cl- and 2.25 mol/dm3 
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for Na+. A higher concentration than is necessary for charge neutralization is chosen to 

provide ample data in the resulting simulated trajectories. 

The three montmorillonite systems under investigation in this work are referred to 

as MMT-central, MMT-edge, and MMT-equidistant. The suffix describes the 

arrangement of MgAl
’ substitutions within the clay sheet. In the MMT-central system all 

substitutions are localized to the center of the interlayer region, i.e., as far away as 

possible from the mesopore edge. In the MMT-edge system the opposite scenario is 

investigated as substitutions are placed directly on the terminated clay edges. The 

MMT-equidistant system represents an intermediate case in which the substitutions are 

evenly spaced throughout the sheets so as not to create a highly localized charge 

density at the edge or in the center. 

 
Figure 5-1.  Snapshot of the fully equilibrated pyrophyllite simulation cell. For clarity, the 

water molecules are rendered with low opacity. Atom types illustrated as 
follows: Na+ (blue), Cl- (orange), O (red), Octahedral Al (green), Tetrahedral 
Si (blue), H (pink). 
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5.2.2 Molecular Dynamics Simulations 

All molecular dynamics simulations in this work were executed in LAMMPS [149], 

[150] and all initial atomic coordinate files were generated using the Moltemplate 

software package [151]. The mesopore and interlayer regions were packed with 1.0 

g/cm3 of water and the Na+/Cl- ions were arranged on a grid in the mesopore and 

allowed to diffuse out during equilibration so as not to preemptively bias the composition 

of the interlayers. Interactions within the clay sheet were modeled using the CLAYFF 

potential developed by [152]. Water in the mesopore and interlayer regions was 

modeled using the SPC/e potential of [153] with the SHAKE algorithm [154] turned off. 

Our preliminary benchmark calculations showed that disabling SHAKE results in better 

agreement with experimental measurements of bulk water diffusivity. Lennard-Jones 

parameters for aqueous Na+ and Cl- ions were adopted from the work of Smith and 

Dang [155]. Non-bonded interactions between dissimilar species were fit using 

LAMMPS’ arithmetic mixing strategy. Coulombic contributions were evaluated using the 

Ewald sum method. The boundaries of the simulation cell were treated as periodic in all 

dimensions. Therefore, when we describe phenomena occurring in the “center” of the 

clay sheet, they will appear on the far left and right of the visible simulation cell because 

the cell is centered on the mesopore. 

Equilibration was carried out in multiple phases. The first was an energy 

minimization step in which the total energy is converged to a tolerance of 10-6 kcal/mol. 

Using the energy minimized system as a starting point, a simulation in the NVT 

ensemble was run for 2.0 ns with a timestep of 0.5 fs and a target temperature of 300 K. 

During this first NVT phase only water molecules were allowed to move. Then, a second 

2.0 ns phase was conducted in which both ions and water molecules were allowed to 
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move freely. Following the NVT phase, an NPT simulation was conducted for another 

2.0 ns, again using a timestep of 0.5 fs, with a pressure target of 1 atm and a 

temperature target of 300 K. During the NPT phase the volume of the cell was allowed 

to relax anisotropically. Throughout all equilibration phases the clay sheets were made 

rigid using the LAMMPS fix setforce, following the precedent set by similar works [156], 

[157], [158]. This implementation allows the constant pressure algorithm to optimize the 

interlayer spacing without shifting atoms in the clay sheet relative to each other. 

Benchmark calculations showed that when the rigid constraint was not applied during 

equilibration the clay sheets would oscillate in a wave-like motion that did not settle 

down over the course of the equilibration. It is expected that this effect is an artifact of 

system size, and the simulations would eventually stabilize if a wider clay sheet were 

investigated; however, the computational cost of such large simulations is prohibitive. 

After equilibration the setforce restriction was applied only to the octahedral sheet to 

allow more flexibility in the basal planes. The production simulations were conducted in 

the NVT ensemble for a duration of 10 ns using a timestep of 0.5 fs and a temperature 

target of 300 K.  

5.3 Results 

5.3.1 Spatial Distribution of Na+ and Cl- Ions 

In this chapter, we provide a qualitative overview of the features in each clay 

model that are evident from visual inspection of the ionic trajectories. In subsequent 

chapters, we build upon these observations with quantitative analyses to robustly 

characterize the behavior of ions across each environment. Figure 5-2 illustrates the 

MD trajectories of the Na+ (blue) and Cl- (orange) ions over the course of a 10 ns 

production simulation in NVT. Green points highlight the position of the octahedral Al 
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layer. In montmorillonite systems, red ‘X’s denote the positions of MgAl
’ substitution sites 

within the octahedral layer. All other species have been excluded from this visualization. 

Vertical dashed lines delineate the interlayer/mesopore boundary (IMB) which we 

defined as the position of the outermost oxygen on the clay edge termination. The figure 

is composed by superimposing the xz-plane projected positions of each ion in 200 

snapshots exported every 50ps. The positions are plotted with low opacity at each 

snapshot so that regions which accumulate ions appear as bright hotspots and regions 

with a lower ion density appear to be more dispersed. Each subplot corresponds to a 

unique system. 
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Figure 5-2.  Positions of Na+ (blue) and Cl- (orange) ions projected onto the xz-plane of 

the simulation cell. Positions taken from 200 snapshots over the course of a 
10 ns NVT simulation are superimposed. Octahedral Al is shown in green and 
MgAl

’ substitutions are denoted by red ‘X’s. The vertical dashed lines 
represent the interlayer mesopore boundary. Each subplot corresponds to a 
unique system: (a) Pyrophyllite, (b) MMT-central, (c) MMT-edge, (d) MMT-
equidistant. 

One feature evident in all subplots of Figure 5-2 is the agglomeration of both Na+ 

and Cl- ions on each edge termination, just outside of the IMB. This feature is most 

clearly illustrated in Figure 5-2a which depicts pyrophyllite. A symmetrical split of Na+ 

density around the leading edge (projecting into the mesopore) and Cl- density near the 

trailing edge is consistent with our choice to leave any dangling bonds created during 

the edge cleavage unhealed. This finding is also supported by prior work from Ta et al.  

[146] in which density functional theory calculations report a negative partial charge on 
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the undercoordinated oxygen on the leading edge and a positive partial charge on the 

undercoordinated Si on the trailing edge. In Figures 5-2b-d, the impact of MgAl
’ 

substitutions on the distribution of ions can be clearly contrasted with their distribution in 

the charge neutral pyrophyllite system.  

Figure 5-2b illustrates the MMT-central system. This system has the highest 

charge density (four substitutions in close proximity due to periodic boundary 

conditions) and its substitutions are located furthest from the IMB. In this system we 

observe Na+ ions adsorbing onto the outer tetrahedral layer of the clay sheet. 

Visualizations of a typical arrangement of the adsorbed Na+ ions in this cluster in MMT-

edge are provided in Figure 5-3. Note that because the simulation cell is periodic in all 

dimensions, there are four substitution sites directly adjacent along the z-axis in each 

clay sheet. We observe that the ions are drawn towards the basal oxygen nearest each 

substitution site and occasionally penetrate the basal plane in the center of the four 

aligned substitutions where charge density is highest. Furthermore, it is evident that in 

the interlayer region adjacent to the adsorbed Na+ ions, small but dense clusters of Cl- 

ions form to neutralize the localized charge density. However, these anions remain 

solvated in the interlayer.  
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Figure 5-3.  Snapshot of MMT-central (a) and MMT-edge (b) during the production 

simulation. Distances between dense clusters of ions and local sources of 
charge have been annotated. 

 Figure 5-2c, which details the MMT-edge system, is the opposite to the 

previously discussed MMT-central system in that its substitution sites are as close as 

possible to the IMB. This arrangement results in a lower charge density because the 

substitutions on each side of the mesopore are no longer adjacent through the periodic 
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boundary, but similar features are identifiable. Clusters of Na+ ions along the basal 

plane in the interlayer nearest to the MgAl
’ substitution sites are still evident. These 

cations undergo a similar adsorption process in which they densely cluster around the 

basal oxygen atoms nearest each substitution site, but full penetration into the 

tetrahedral sheet is never observed. The interior interlayer regions adjacent to these 

surface adsorbed ions do not form the same dense charge-compensating clusters of Cl- 

ions observed in the MMT-central system. Additionally, there is a markedly diminished 

amount of Na+ ions in the deep interlayer region on account of the lack of electrostatic 

driving force past the IMB.  

 The third montmorillonite system we considered, MMT-equidistant, is presented 

in Figure 5-2d. Although having the same overall number of substitutions, this case 

represents the lowest charge density (aside from neutral pyrophyllite) due to the large 

distance between substitution sites. Additionally, this system’s substitutions are evenly 

spread between the IMB and central interlayer region which offers an interesting 

opportunity to study the behavior of ions outside the range of influence of the edge 

termination. Perhaps most evident in Fig. 5-2d is the lack of Na+ adsorption onto the 

clay’s basal planes which is seen in other montmorillonite systems. Na+ ions in this 

system tend to form a diffuse cloud in the interlayer region centered around each 

substitution site rather than converging to a fine point. There is no agglomeration of Cl- 

ions in the interlayer to counterbalance the presence of Na+ and the distribution of ions 

near the edge terminations is not visually distinguishable from that of pyrophyllite.  

5.3.2 Relative Abundance of Na+ and Cl- Ions 

 To complement the explicit ion trajectories presented in Chapter 5.3.1, Figure 5-4 

offers a more quantitative view of each system of interest by plotting the difference 
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between the populations of Na+ and Cl- ions across the span of the simulation cell. This 

is accomplished using kernel density estimation (KDE) to produce a probability density 

function (PDF) for each ionic species. More specifically, Gaussian distributions are 

centered on each ionic position and summed together to create a function defined over 

the range of the simulation cell which when integrated between appropriate bounds 

returns the probability of finding an ion of that species in those bounds. To indicate a 

relative excess of one species or another, we subtract the PDF representing Cl- from 

that of Na+ to get a single curve which is positively valued when more Na+ is present 

and negatively valued when more Cl- is present. One technical detail which is important 

to note is that the values have been weighted relative to the bulk Na+:Cl- ratio. This does 

not impact pyrophyllite where the bulk ratio is 1:1, but in the montmorillonite systems 

where Na+ outnumbers Cl- 1.53:1 to charge balance the MgAl
’ substitution sites, this 

normalization has a significant effect. In summary, for Na+ to appear in excess of Cl- in 

Figures 5-4b-d, the Na+:Cl- ratio must exceed 1.53:1. 
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Figure 5-4.  Relative amounts of Na+ and Cl- ions projected along the z-axis of the 

simulation cell. Regions shaded in blue denote an excess of Na+ while 
regions shaded in orange denote excess Cl-. Vertical dashed lines indicate 
the IMB and red X’s represent the positions of MgAl

’ substitution sites. Each 
subplot corresponds to a unique system: (a) pyrophyllite, (b) MMT-central, (c) 
MMT-edge, (d) MMT-equidistant. 

In Figure 5-4a, it is evident that deviation from the bulk Na+:Cl- ratio in pyrophyllite only 

occurs near the edge terminations. Around the IMB, symmetrical peaks are observed 

for both ionic species. Na+ (blue) tends to congregate on the outer edge nearest the 

mesopore while Cl- (orange) tends to favor the inner edge nearest the interlayer. This 

arrangement is expected because the outer edge exposes a negatively charged 

undercoordinated basal oxygen and the inner edge exposes a positively charged 

undercoordinated tetrahedral silicon. Small fluctuations around zero occur in both the 

interlayer and mesopore which is the expected behavior due to a lack of any 

electrostatic driving force that may otherwise bias the distribution. These small 

fluctuations would be expected to decrease in magnitude even further with longer time 

averaging.  

 The MMT-central system, illustrated in Figure 5-4b, contains a significant excess 

of Na+ in the deep interlayer, consistent with our qualitative analysis of Figure 5-3b. 

Intense peaks centered at the substitution sites reflect the necessity to neutralize the 
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high local charge density in that region. This accumulation of Na+ at substitution sites 

leads to a net exclusion of Cl- ions from the interlayer region, as can be seen by the 

excess of Cl- present throughout the mesopore. Additionally, a change in the ion 

distribution around the IMB is expressed as an elimination of the Na+ peaks present in 

the neutral pyrophyllite system. The Cl- peaks in the same region, however, are similar 

in magnitude to those found in pyrophyllite and the mesopore contains excess Cl-.  

 In Figure 5-4c, a significant increase in the magnitude of Na+ peaks near the IMB 

can be observed for the MMT-edge system. Interestingly, the size of the peaks centered 

on the interlayer side of the substitution sites are quite small relative to those found in 

MMT-central, but their location near the edge termination seems to have an outsized 

effect on the height of Na+ peaks at the IMB. This system produces sharp spikes in 

excess Na+ similar to those found near MgAl
’ substitutions in the MMT-central system. 

Cl- is again found to be in excess throughout the mesopore, however, small peaks can 

be found to favor the anion in the deep interlayer region outside of the influence of the 

edge termination and substitution sites, indicating that there is not total exclusion. 

 Lastly, Figure 5-4d depicts MMT-equidistant as having a more diffuse distribution 

of Na+ in the interlayer relative to other montmorillonite systems. The short broad peaks 

reflect the same diffuse presence of Na+ ions centered around substitution sites as is 

observed in Figure 5-2d. The interlayer is almost entirely devoid of regions which favor 

Cl- indicating a strong tendency for anion exclusion. This tendency is further supported 

by the sharp Cl- peaks near the IMB which are larger in magnitude than similarly located 

peaks in all other systems.  
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5.3.3 Localized Concentration of Na+ and Cl- Ions 

 To further characterize the composition of each system, the concentration of both 

Na+ and Cl- are projected along the width of the simulation cell in Figure 5-5. 

Concentration is plotted relative to the baseline value of pyrophyllite and montmorillonite 

systems respectively. Recall that the pyrophyllite system is packed with ions to achieve 

37% of the solubility limit of water, but in montmorillonite systems additional Na+ ions 

are needed to neutralize MgAl
’ substitution sites, bringing the concentration to 45% of 

the solubility limit. This type of analysis differs from the Na+:Cl- discussed in Chapter 

5.3.2, because it also takes into consideration the presence of water throughout the 

system. The prior analysis is valuable in highlighting regions where there is distinct 

charge polarity due to an excess of a single ion type, but an analysis of concentration 

helps identify regions that tend to accumulate or exclude both ion types. Crucially, 

concentration profiles can identify regions as being more or less concentrated than the 

bulk solution which is a conclusion that could not be drawn directly from the data in 

Chapter 5.3.2. Measurements of concentration are discretized by dividing the simulation 

cell into 25 bins along its z-axis and calculating the concentration for each volume 

element.  
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Figure 5-5.  Concentration of Na+ (blue) and Cl- (orange) ions relative to their bulk 

values projected along the z-axis of the simulation cell. Vertical dashed lines 
denote the IMB and red ‘X’s represent the positions of MgAl

’ substitutions. 
Each subplot corresponds to a unique system: (a) pyrophyllite, (b) MMT-
central, (c) MMT-edge, (d) MMT-equidistant. 

 One trend which becomes evident from inspection of Figure 5-5a is the tendency 

for the ion concentrations in the interlayer to be lower than in the mesopore. The 

concentration of the two ions is nearly identical throughout the simulation cell except for 
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the near-IMB region where Na+ and Cl- peaks separate and reach concentrations far 

greater than the bulk value. This behavior closely resembles that identified in Figure 5-

4a where the Na+ peaks are closer to the mesopore on the leading edge of the IMB and 

the Cl- peaks are positioned closer to the interlayer. 

 Concentration profiles in the MMT-central system (Figure 5-5b) retain the strong 

Na+ peaks around MgAl
’ substitution sites found in Figure 5-4b. However, this 

visualization shows that Cl- concentration rises only slightly in the same region 

indicating that the observed compensating clusters in the adjacent interlayer are more 

diffuse. Throughout the remainder of the interlayer, concentrations of both ions remain 

below the bulk concentration. In the mesopore, Na+ is found to be at bulk concentration 

levels while Cl- is in excess. 

 The MMT-edge concentration profiles presented in Figure 5-5c display sharp 

peaks of both Na+ and Cl- near the IMB. On the interior side of the IMB, directly adjacent 

to the MgAl
’ substitution sites, a significant drop in the concentration of Cl- is observed. 

This finding contrasts with the behavior of the MMT-central system where Cl- 

accumulates with Na+ at the substitution sites to neutralize local charge density. This 

behavior is likely due to the presence of strongly adsorbed Na+ ions on the edge surface 

which act as a sink for incoming Cl- anions that would otherwise be drawn deeper into 

the interlayer. Throughout the interlayer, the concentration of both ions remains below 

the bulk value although Cl- tends to be higher than Na+ after the initial drop at the 

substitution sites. In the mesopore, Cl- concentration is found to be in excess of the bulk 

value. 
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 In Figure 5-5d, the MMT-equidistant concentration profile is unique in that the 

Na+ concentration in the interlayer is only slightly greater than the bulk value near 

substitution sites. Despite the presence of MgAl
’ substitution sites which provide an 

electrostatic driving force for Na+ to cluster in the interlayer, the cation is found in nearly 

equal proportion within the mesopore and near the edge terminations. The behavior of 

Cl- near substitution sites is like that of the MMT-edge profile; Cl- is clearly disfavored 

near substitutions and has a significant decrease in concentration where Na+ 

concentration rises. The concentration of Cl- rises higher than Na+ near the IMB 

although the peaks are identical in location to those found in pyrophyllite. 

5.3.4 Residence Time of Adsorbed Na+ and Cl- Ions 

 In order to capture the dynamical behavior of these phyllosilicate clay systems at 

edge surfaces and substitution sites, Figure 5-6 reports the distribution of residence 

times of ions in equally sized slices along the simulation cell. Residence times are 

derived from ion trajectories exported every 1ps over the course of the final 1ns of 

simulation time. A residence event begins when an ion enters a bin it did not occupy in 

the prior snapshot and continues until the ion moves to another bin. Each event for each 

ion is reported in Figure 5-6. which means that there are more data points than ions 

because most ions pass through multiple bins over the course of the simulation. When 

interpreting these results, it is important to consider how the geometry of the simulation 

cell intersects with the boundaries of each bin. For bins in the interlayer, the clay sheets 

reduce the total traversable volume. This reduction in traversable volume is not present 

for mesopore bins. The effect of this difference is that residence times in the interlayer 

are artificially lower than those in the mesopore because ion motion in the interlayer is 

primarily two dimensional while ions in the mesopore have a full range of motion. We do 
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not expect this effect to hinder the analysis of residence times because it is not strong 

enough to mask the electrostatic interactions between ions and substitution/edge sites 

as evidenced in Figure 5-6. Furthermore, it is important to note that the dominant 

residence time in all bins is just 1 ps because that is the minimum step size and the ions 

are flowing freely. To highlight the more interesting longer residence events, a curve is 

superimposed over each subplot which represents the 95th percentile residence time for 

each ion type in each bin. 
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Figure 5-6.  Residence times of Na+ (blue) and Cl- (orange) ions projected along the z-

axis of the simulation cell. Residence times are calculated in 25 equally sized 
bins. For clarity, Na+ and Cl- data points have been offset from each other 
about the center of each bin. Vertical dashed lines denote the IMB and red 
‘X’s represent the positions of MgAl

’ substitutions. Each subplot corresponds 
to a unique system: (a) pyrophyllite, (b) MMT-central, (c) MMT-edge, (d) 
MMT-equidistant. 

 In all subplots of Figure 5-6 we find that a small number of Cl- ions remain 

adsorbed to the edge surface for at least 400 ns. This finding is consistent with the 

bright hotspot of Cl- on the trailing edge of each clay sheet presented in Figure 5-2. 

Interestingly, the residence times of both ions are not always equal despite similar 

hotspots for each shown in Figure 5-2. While it is expected that both Na+ and Cl- will 

tend to congregate at edge surfaces to heal the undercoordinated oxygen and silicon 

atoms respectively, we propose that the difference in residence times between Cl--Si 

and Na+-O pairs is due to geometric features of the edge structure. Based on the 
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CLAYFF parameters which drive these simulations, the magnitude of the partial charge 

on the undercoordinated basal oxygen and the undercoordinated tetrahedral silicon are 

equivalent. Pairing this with the fact that equilibrium distances between both pairs are 

similar, we can eliminate differences in electrostatic interaction strength as a 

contributing factor. Recalling the arrangement of the edge structure from Figure 5-3, it 

can be seen that the undercoordinated oxygen projects out into the mesopore and is 

highly exposed to water while the undercoordinated silicon is largely insulated by the 

overhanging edge of the clay sheet and is accessible only through a small concave 

region adjacent to the interlayer. Therefore, it follows that Na+ ions being drawn to the 

undercoordinated oxygen would be more frequently carried away by highly mobile water 

molecules than their less exposed Cl- counterparts.  

In the pyrophyllite system (Figure 5-6a), residence times throughout the 

interlayer and mesopore are consistently less than 200 ps. It is only near the IMB that 

prolonged residence is observed. Aside from the small set of strongly interacting Cl- 

outliers, Na+ ions tend to reside on the edge for a maximum of 300 ps and less strongly 

bound Cl- ions for a maximum of 500 ps. Furthermore, it is evident that residence times 

of both species are elevated in the mesopore bins directly adjacent to those centered on 

the IMB. However, the same effect is not observed on the interlayer side of the IMB. 

This suggests that the electrostatic influence of the edge terminations extends 

approximately 4 Å into the mesopore and asymmetrically affects mesopore ions. 

Figure 5-6b illustrates how MgAl
’ substitutions in the MMT-central system 

significantly increase the residence times of Na+ ions in the interlayer. A small number 

of Na+ ions adjacent to substitution sites remain static for the full 1 ns duration of the 
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data collection period. In addition to this small group of strongly interacting ions, Cl- ions 

in the same region are observed to also increase in residence time to over 200 ps – 

more than twice the value recorded throughout the rest of the interlayer. This increase 

in Cl- residence time reflects the presence of the charge compensating clusters of Cl- 

ions adjacent to Na+ interlayer adsorption sites shown in Figure 5-2b. Near the IMB, 

residence times are consistent with those observed in pyrophyllite. 

 When substitutions are placed on the edge surface, the differences in residence 

time profiles relative to the neutral pyrophyllite system can only be distinguished along 

the IMB. Along the edge surface, a select number of Na+ cations are observed to 

remain adsorbed for the full 1 ns data collection period. In Figure 5-6c, residence times 

for both ionic species are observed to peak near the IMB and remain below 200ps 

throughout the rest of the system. A more subtle difference from Figure 5-6a is that the 

increased residence times near the IMB are no longer asymmetrically distributed on the 

mesopore side, but now extend into the interlayer side as well. This behavior is 

expected due to the presence of the MgAl
’ substitutions driving cations to congregate in 

the interlayer just past the trailing edge of each clay sheet termination. Another 

difference from the pyrophyllite case is that the ions in the MMT-edge system tend to 

produce a wider range of residence times. In pyrophyllite, there are very few points 

above 300ps aside from the IMB adjacent Cl- ions, but in MMT-edge the distribution is 

split more evenly between 0 and 1000ps for both ionic species. 

 In Figure 5-6d, the presence of evenly distributed substitution sites in the MMT-

equidistant system produces a profile of residence times that are almost identical to 

those found in pyrophyllite. Even in bins containing MgAl
’ sites, the residence times for 
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either ion do not exceed 200ps Near the IMB, the same trends are observed where a 

select few Cl- ions tend to remain adsorbed at the edge surface for over 500 ps while 

Na+ ions are more mobile and have a peak residence time of approximately 400 ps. 

Figure 5-6d illustrates that the low charge density associated with this arrangement of 

substitutions is insufficient to retain ions in the interlayer.  

5.4 Discussion and Conclusions 

 Comparing the results across each system of interest, we observe that localized 

charge density is the primary driving force controlling the distribution of ions. Two 

sources of charge, unhealed edge terminations and MgAl
’ substitution sites, control the 

electrostatics in each system. The distribution of ions around edge terminations is 

broadly consistent with Na+ favoring the leading edge of each termination (closest to the 

mesopore) and Cl- congregating on the tailing edge (closest to the interlayer).  However, 

the magnitude of ion clusters at clay edges can be influenced by the presence of MgAl
’ 

substitutions. As evidenced by Figures 5-4c and 5-5c, the MMT-edge system 

sequesters a greater amount of Na+ ions at edge terminations than all other systems 

due to the presence of charged substitutions in close proximity. In other montmorillonite 

systems where substitution sites are placed far from the edges, the distribution and 

number of ions adsorbed on the edge facets is close to that of the charge neutral 

pyrophyllite system. Substitution sites, alternatively, may be positioned in order to drive 

an influx of ions into the interlayer. High charge density in the MMT-central systems 

leads to not only an influx of Na+, but also a secondary cluster of Cl- which serves to 

counterbalance the cations adsorbed to the tetrahedral layer of the clay sheet. In the 

MMT-equidistant system, which is lower in charge density, such strong accumulation of 

Na+ is not observed which in turn eliminates the need for a secondary cluster of 
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compensating Cl-. In fact, from inspection of Figures 5-4d and 5-5d, the MMT-

equidistant system is found to exclude Cl- from the interlayer more so than any other. 

When residence times are considered, it becomes clear that both the pyrophyllite 

(Figure 5-6a) and MMT-equidistant (Figure 5-6d) systems fail to capture ions in the 

interlayer for any significant duration. Alternatively, the MMT-central system is capable 

of drawing ions into the interlayer and sequestering them on the order of 1ns as can be 

seen in Figure 5-6b. Interestingly, MMT-central is capable of retaining not only Na+ as 

we would expect from simple electrostatic interactions, but also Cl- which is observed to 

have elevated residence times approaching 200ps. This suggests that a higher layer 

charge may be necessary to adsorb ions using a montmorillonite clay base if special 

care is not taken to design the sheet in such a way that substitutions tend to be 

clustered. 

 In the context of clay buffer materials, these results help us better understand the 

criteria to consider when manufacturing or modifying the base clay. We have shown that 

even without any octahedral substitutions in the clay sheet, exposed edge surfaces are 

able to consistently sequester both cations and anions from solution. This finding 

suggests that during processing, it may be optimal to minimize the volume of individual 

clay particles in a suspension so that the maximal amount of surface area is exposed 

and available for ions to adsorb to. However, strides may still be made to improve 

sequestration performance within the interlayer. Our simulations predict that an even 

distribution of substitution sites throughout a clay sheet significantly underperforms a 

sheet in which the substitutions are clustered close together despite both sheets having 

the same net layer charge. While this may be a more difficult variable to tune from a 
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synthesis perspective, the finding opens the door to future research into methodologies 

that can offer better control over the precise arrangement of substitutions in the 

octahedral layer. Furthermore, this work does not consider how AlSi
’ substitutions in the 

tetrahedral layer may change the sequestration performance of the clay. In future work, 

an investigation into this additional substitution type or a combination of both tetrahedral 

and octahedral substitutions may paint a fuller picture of ion capture in hydrated 

phyllosilicate clay edge models. 

 By comparing simulations of distinct clay edge models with varying electrostatic 

environments, the effect of both unhealed edge surfaces and MgAl’ substitution sites on 

ion sequestration can be characterized. It is evident that regardless of the distribution or 

presence of octahedral substitution sites, edge terminations can effectively retain both 

anionic and cationic species. In the absence of additional local charge from substitution 

sites these edge terminations can adsorb ions for durations on the order of 400 ps. 

However, the inclusion of nearby substitutions drastically increases the performance to 

1 ns which was the longest duration tested. Furthermore, particular arrangements of 

octahedral substitutions can contribute to varying levels of ion concentration and 

selectivity in the interlayer. The arrangement found to limit Cl- penetration most was the 

evenly distributed MMT-equidistant which was found drastically reduced Cl- 

concentration in the interlayer relative to the mesopore. An alternative high local charge 

density configuration, MMT-central, was found to draw both Na+ and Cl- into the deep 

interlayer and effectively retain Na+ ions for up to 1 ns. As expected, charge neutral 

pyrophyllite was identified as the least selective in controlling specific ion concentrations 

in the interlayer.  
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 These findings are valuable in the context of radionuclide sequestration. Building 

on the results of this work, two key design considerations for clay buffer materials have 

been identified: maximizing exposed surface area can result in enhanced sequestration 

performance under any substitution conditions, and evenly distributed substitutions in 

the interlayer enhance anion exclusion relative to systems with high localized charge 

density.  
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CHAPTER 6  
CHARACTERIZATION OF THE INTERLAYER STRUCTURE OF ALKYLAMMONIUM 
FUNCTIONALIZED ORGANOCLAY FROM MOLECULAR DYNAMICS SIMULATION 

6.1 Background 

 Clay buffer materials have been proposed as a solution to limit radionuclide 

transport through nuclear waste containers [159]. Montmorillonite, a member of the 

smectite group, has desirable properties for this application including high surface area, 

low permeability, and significant swelling capacity [160]. However, due to the net 

negative charge of montmorillonite induced by MgAl’ substitutions in the octahedral 

sheet, functionalization is required to modify the surface charge and promote the 

capture of anions [159]. Anion capture is a requirement in this application because of 

the specific interest in capturing pertechnetate (TcO4
-). The Technetium-99 in 

pertechnetate is a long-lived fission product in waste generated by plutonium production 

[162]. The pertechnetate anion is highly water soluble (11.3 M) and mobile in the 

environment due to its negative charge which largely prevents capture via sediment or 

mineral sorption [163]. One functionalization strategy which has been shown to 

drastically improve anionic radionuclide sequestration relative the base clay is 

organoclay synthesis [14]. Organoclays substitute the charge neutralizing inorganic 

interlayer cations for larger organic cations such as alkylammonium. The driving force 

behind this improved radionuclide sequestration is proposed to be an ion exchange 

method whereby a reversal in surface charge displaces hydrated metal ions thus 

changing the hydrophilicity of the interlayer [12], [164]. 

 Characterizing the structure of these functional alkylammonium cations upon 

saturating the clay interlayer can provide valuable insight into the mechanisms driving 

radionuclide adsorption. Two prior MD studies consider the confinement of linear 
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alkylammonium cations of varying chain length into a montmorillonite interlayer [165], 

[166]. Both studies observe that the interlayer structure evolves from lateral monolayer 

at low %C to paraffin monolayers at the highest %C tested. Zeng et al. [167] consider a 

dioctadecylmethyl ammonium cation under similar circumstances and find that a 

pseudoquadrilayer structure develops when the concentration of alkylammonium is 

chosen to be 1:1 with the cation exchange capacity. In each of these prior works, only 

one class of alkylammonium is investigated. However, recent experimental results using 

quaternary chained alkylammonium display high Tc sequestration performance 

suggesting that the branchedness of the alkylammonium may change the interlayer 

structure even between molecules with the same total carbon content [14]. Therefore, in 

this work, we address a knowledge gap in the literature by using MD simulation to 

compare the equilibrium interlayer structure across different alkylammonium 

configurations and concentrations. The impact on interlayer spacing, alkylammonium 

orientation relative to the basal plane, and interlayer ordering are all considered to 

develop a comprehensive understanding of the role that carbon content, chain length, 

and branching have in controlling the interlayer structure.  

6.2 Simulation Cell and Computational Methodology 

6.2.1 Simulation Cell 

 The simulation cell used in the work contains a single sheet of montmorillonite 

consisting of 100 unit cells arranged in a 10 × 10 grid. The dimension of the sheet 

measures 54.9 Å by 47.5 Å along the x and y axis, respectively. The sheet contains a 

total of 60 near-uniformly distributed MgAl
– substitution sites producing a net charge of –

0.6 e/u.c. which is consistent with recent experimental measurements [147]. 

Alkylammonium molecules were packed in the interlayer region at ratios of 0.5:1, 
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0.75:1, 1.0:1 alkylammonium molecules per MgAl
– substitution site to assess the effect 

of interlayer carbon content on interlayer spacing and alkylammonium orientation. In the 

0.5:1 and 0.75:1 systems, the excess charge was neutralized by adding bare Na+ 

cations into the interlayer region. Water molecules were intentionally excluded from the 

interlayer to reflect experimental measurements indicating that little to no water is found 

in the interlayer [168]. This system treatment is also commonly used by prior MD 

studies on montmorillonite-alkylammonium interactions [165], [166], [167], [169]. 

6.2.2 Computational Methodology 

 All molecular dynamics simulations were performed using LAMMPS [149], [150]. 

The initial atomic coordinate files were prepared using the Moltemplate and PACKMOL 

software packages [151], [170]. The CLAYFF potential was employed to model 

interactions within the clay sheet while the GAFF2 potential was used to parameterize 

alkylammonium molecules [152], [171]. The charge compensating Na+ ions were 

treated with the Lennard-Jones parameters of Smith and Dang [155]. Lorentz-Berthelot 

mixing rules were used for the cross-terms. Simulations were broken into multiple 

stages proceeding in the following way: an energy minimization step with a tolerance 

of 1 × 10 – 6 kcal/mol, 10 ns in the NVT ensemble at a constant temperature of 500 K 

and a pressure of 1 atm, a NPT quench from 500 K to 300 K lasting 1 ns, and finally 

another 1 ns in the NPT ensemble at the final temperature of 300 K. Interlayer spacing 

was taken to be the average value during the final 1 ns of simulation time. After the 

volume had been fully relaxed in the final NPT stage, an additional 1 ns in the NVT 

ensemble at 300 K was conducted during which atomic trajectories were exported every 

10 ps to determine the orientations of alkylammonium molecules. 
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6.3 Results 

6.3.1 Interlayer Spacing 

The interlayer spacing was calculated for each organoclay using MD and compared 

to experimental XRD measurements to provide insights into the alkylammonium 

molecules within the clay structure. NPT simulations were conducted to relax the total 

cell volume. The (001) interplanar distance values can be extracted from the relaxed 

cells and compared to experimental measurements as shown in Table 6-1. XRD and 

FTIR measurements from literature cannot provide quantitative information on how 

many alkylammonium chains are present in the clay interlayer, therefore, MD was used 

to determine the interlayer spacing as a function of different alkylammonium to MgAl
– 

ratios (Table 6-1).  

Table 6-1.  Simulated interlayer spacing as a function of alkylammonium:MnAl
- 

substitution ratio compared to experimental values. All values reported in nm. 

Ammonium Cation 0.5:1 Ratio 0.75:1 Ratio 1.0:1 Ratio Experimental 

1 × 4 1.44 1.43 1.42 1.42 

3 × 4 1.51 1.60 1.76 1.44 

5 × 4 1.82 1.92 2.25 1.78 

9 × 1 1.48 1.51 1.79 1.42 

16 × 1 1.53 1.89 2.21 1.82 

For longer chained molecules, the 1.0:1 alkylammonium to MgAl
– ratio tends to result 

in a larger interplanar distance than experimental measurements. Overall, the 0.5:1 ratio 

yields interplanar distances closest to the experimental measurements, suggesting that 

the clay is not achieving full charge neutrality from alkylammonium incorporation alone, 

and must rely on additional ions in solution to compensate for the MgAl
– substitutions in 

the clay sheet. The long-chained 16 × 1 alkylammonium deviates from this trend, with 

the ratio of 0.75:1 resulting in a simulated interplanar distance that is closest to the 

experimental measurement. As with the experimental values, the predicted interplanar 
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distance for the organoclay with the 1 × 4 alkylammonium cation (1.42 nm) is very 

similar to that for the unfunctionalized SWy-3 (1.45 nm), and the d001 does not change 

significantly with extent of substitution. This is different from the trend observed for 

larger alkylammonium ions, where a higher extent of alkylammonium substitution results 

in a narrower interlayer. The consistency between experiment and simulation suggests 

that, at low chain lengths, the alkylammonium molecules constrict the interlayer region. 

This could be caused by hydrogen bonding between the alkylammonium cation and the 

basal oxygen present in the clay sheet. At higher chain lengths the increased molecule 

size dominates - driving the interlayer to expand. 

 
6.3.2 Alkylammonium Orientation 

 To understand the arrangement of alkylammonium molecules in the interlayer 

environment, MD trajectories were used to calculate the angles formed between alkyl 

chains and the montmorillonite clay sheet. A unit vector normal to the surface of the clay 

sheet is used as a reference vector. Carbon chains that are parallel to the surface have 

a calculated orientation angle of 90° when compared to the reference vector. A vertical 

chain would be at 0° or 180° depending on if the carbon or nitrogen side faces down, 

respectively. This scheme is depicted visually in Figure 6-1. 
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Figure 6-1.  Diagram depicting the relationship between the calculated orientation angle 

and physical carbon chain orientation. 

To provide a comprehensive picture of these orientations, we construct a 

distribution of angles from each carbon chain in each alkylammonium molecule over 

100 snapshots exported 10ps apart during 1ns of NVT simulation at 300K. One 

technical challenge that arises from this analysis is the uniformity of carbon chains in 

each molecule. If one were to simply average all angles from all chains in all molecules 

together, the resulting distribution loses information associated with the particular 

arrangement of a single chain. To address this, we sort the orientation angles from high 

to low on a per-molecule basis before adding them to the distribution which is 

associated with their sorting rank. Put more simply, the lowest angle chains 

of each molecule are members of the same distribution and the highest angle chains 

are members of the same distribution, but those two distributions are entirely distinct 

from each other. This solution produces a number of distributions equal to the number 

of longest chains in each alkylammonium under consideration. 
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The organoclay with 9 × 1 alkylammonium molecules is representative of the 

behavior observed with linear configuration, and the organoclay with 5 × 4 organoclays 

alkylammonium molecules is representative of the behavior observed for a quaternary 

branched configuration. The chain orientation angles for both the 1.0:1 (solid) and 0.5:1 

(dashed) alkylammonium to MgAl
– ratio are shown for the 5 × 4 alkylammoniums (Figure 

6-2) and 9 × 1 alkylammoniums (Figure 6-3).  

 
Figure 6-2.  Distribution of carbon chain orientation angles relative to a vector normal to 

the surface of the clay sheet for the 5 × 4 alkylammonium. An angle of 90° 
indicates that the chain is parallel to the surface while an angle of 0° or 180° 
indicates verticality. The solid lines plot data from the 1.0:1 ratio system and 
the dashed lines plot data from the 0.5:1 ratio system. 
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Figure 6-3.  Distribution of carbon chain orientation angles relative to the surface of the 

clay sheet for the 9 × 1 alkylammonium. An angle of 90° indicates that the 
chain is parallel to the surface while an angle of 0° or 180° indicates 
verticality. The solid lines plot data from the 1.0:1 ratio system and the 
dashed lines plot data from the 0.5:1 ratio system. 

Figure 6-2 exhibits segmentation of the four chains into two groups: one parallel 

chain centered at 90° and one vertical distribution with equal preference for either the C 

or N to be facing the clay sheet. The distribution suggests that, for the 5 × 4 

alkylammonium, two alkyl chains are flat in the interlayer plane, with the remaining two 

chains oriented diagonally across the interlayer. The alkylammonium concentration 

alters the orientation angle, with the 0.5:1 resulting in the angle distributions producing a 

narrower peak at 90°. The different orientation at a lower concentration suggests that 

steric effects drive the alkylammonium molecules to shift from a horizontal arrangement 
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at low concentration to a vertical arrangement with increased packing density at a 

higher concentration. The MD derived mass density measurements of the interlayer 

volume for each system are presented in Table 6-2 and support the conclusion that 

higher alkyl content results in a more densely packed interlayer.  

Table 6-2.  Density of the interlayer region as a function of alkylammonium:MgAl
- 

substitution ratio from MD simulation data. All values reported in g/cm3.  

Ammonium Cation 0.5:1 Ratio 0.75:1 Ratio 1.0:1 Ratio 

1 × 4 0.07 0.13 0.22 

3 × 4 0.14 0.26 0.37 

5 × 4 0.15 0.29 0.40 

9 × 1 0.14 0.29 0.37 

16 × 1 0.20 0.29 0.39 

The distribution of orientation angles for the linear 9 × 1 alkylammonium is 

illustrated in Figure 6-3, with one chain per molecule. In both the 1.0:1 and 0.5:1 

systems the chains are oriented parallel to the clay sheet. Similar to the 5 × 4 system, a 

tighter distribution around 90° exists for the 0.5:1 ratio compared to the 1.0:1 ratio. The 

distribution indicates the linear alkylammonium undergoes horizontal ordering at low 

concentrations and is forced in a higher concentration system to be diagonally oriented 

to increase the packing density.  

6.3.3 Interplanar Layer Ordering 

 The tendency for the alkylammonium molecules in the interlayer to form 

monolayer or bilayer configurations has been evaluated using XRD and MD [169], [172]. 

A distribution of nitrogen positions along the z axis of the simulation cell that 

corresponds to the direction spanning the interlayer was collected with 100 snapshots 

exported 10 ps apart during 1 ns of NVT simulation at 300 K after volume relaxation. 

The distributions of nitrogen for the 5 × 4 and 9 × 1 alkylammoniums are presented in 

Figure 6-4 and Figure 6-5, respectively.  
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Figure 6-4.  Distribution of nitrogen within the interlayer for the 5 × 4 alkylammonium. 

The solid lines plot data from the 1.0:1 ratio system and the dashed lines plot 
data from the 0.5:1 ratio system. 
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Figure 6-5.  Distribution of nitrogen within the interlayer for the 9 × 1 alkylammonium. 

The solid lines plot data from the 1.0:1 ratio system and the dashed lines plot 
data from the 0.5:1 ratio system. 

Figure 6-4 indicates that the 5 × 4 alkylammonium tends to form a bilayer at both 

low (0.5:1) and high (1.0:1) concentrations. At low levels of substitution, the two layers 

are closer together than the high levels of substitution. However, distance between 

alkylammonium N centers and the basal O plane remains fairly constant as shown in 

Table 6-3. 

Table 6-3.  Average distance between alkylammonium N centers and the nearest basal 
O as a function of alkylammonium:MgAl

- substitution ratio from MD simulation 
data. All values reported in nm. 

Ammonium Cation 0.5:1 Ratio 0.75:1 Ratio 1.0:1 Ratio 

1 × 4 0.37 0.33 0.34 

3 × 4 0.36 0.41 0.38 

5 × 4 0.37 0.35 0.33 

9 × 1 0.36 0.39 0.30 

16 × 1 0.41 0.32 0.31 
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The tendency for bilayer formation is expected, as the 5 × 4 alkylammonium has 

a large surface area that prevents molecules from packing into a single plane, even at 

low levels of substitution. The linear 9 × 1 alkylammonium molecules tend to form a 

monolayer at low levels of substitution, and a bilayer at high levels of substitution. This 

can be interpreted from the nitrogen distribution presented in Figure 6-5 or the 

simulation snapshot illustrated by Figure 6-6. The change in layer orientation of the 

linear alkylammonium molecules as the substitution increases is consistent with the 

lower surface area of the linear alkylammonium. The computational designation of 

mono– and bi–layer ordering is consistent with the experimental XRD and FTIR data. 

 
Figure 6-6.  Visualization of monolayer (A.) and bilayer (B.) alkylammonium orientation 

in the montmorillonite interlayer for the 9 × 1 alkylammonium using data 
gathered from MD simulations. Red atoms are oxygen, blue atoms are silicon, 
green atoms are nitrogen, black atoms are carbon, and pink atoms are 
hydrogen. Opacity of hydrogen and carbon have been reduced for clarity and 
only the basal layer of clay has been included. 

6.4 Discussion and Conclusions 

 The current work uses well-established MD methods to investigate the interplay 

of alkylammonium chain length, branching, and total carbon content on the interlayer 
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structure of a montmorillonite clay. Simulations of equilibrated interlayer spacing as a 

function of alkylammonium content are consistent with prior MD literature which 

expectedly predicts a positive correlation between interlayer spacing and %C. Unique to 

this study is the finding that the interlayer spacing as simulated by MD is closest in 

agreement to experimental measures of the same alkylammonium system when the 

simulations contain 50% of the alkylammonium content required for charge 

neutralization. This suggests that alkylammonium in the synthesized organoclay is not 

fully saturating the interlayer or exchanging every available inorganic cation. This effect 

may partially be explained by the presence of locally charged clay edge surfaces that 

act as sinks for the incoming alkylammonium molecules. Measurement of orientation 

angle relative to the basal plane offers a high-resolution view into the arrangement of 

different alkylammonium systems. At low concentrations, the carbon chains tend to 

flatten out and align themselves parallel to the basal plane. As more alkylammonium 

molecules are incorporated into the interlayer, the carbon chains deviate from parallel to 

produce a broader distribution of orientation angles. In quaternary chained 

alkylammonium systems at higher concentrations, the molecules assume a distinct “tilt” 

arrangement whereby two of the chains remain close to horizontal and the remaining 

two extend outwards towards the basal plane on one side and the central interlayer on 

the other. This change in orientation coincides with an increase in interlayer density 

revealing that the clay sheet is rigid enough to impose some degree of order on the 

alkylammonium molecules despite accommodating significant interlayer swelling. 

Characterization of mono/bilayer ordering in each system agrees with prior MD works 

which all observe an evolution from monolayer to bilayer and beyond as %C increases. 
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In this work specifically, we identify a pseudo-trilayer ordering at the highest 

alkylammonium concentration. This ordering scheme is characterized by N-centers 

segregating to the basal planes and carbon chains extending out into the interlayer to 

form a densely overlapping network in the center. Chain size is observed to have a 

significant impact on ordering with the 16 x 1 alkylammonium assuming a bilayer 

arrangement even at the 0.25:1 concentration. 

 In conclusion, a variety of linear and quaternary alkylammonium molecules of 

specific sizes which have not been previously studied are simulated in a montmorillonite 

interlayer environment and characterized with regards to their equilibrium interlayer 

structure. Trends in interlayer spacing agree with prior MD work on other linear 

alkylammoniums, but direct comparison to experiment suggests that the organoclay as 

synthesized does not contain fully saturated interlayers. Orientations of carbon chains 

relative to the clay basal plane predict a strongly parallel arrangement at low 

concentrations with a shift to a unique “tilted” orientation which crowds the interlayer as 

alkylammonium concentration increases. Ordering for all but the largest alkylammonium 

structures is favored to be monolayer at the lowest concentration measured. As 

alkylammonium content increases to full saturation, a pseudo-trilayer is observed for 

quaternary and long-chained linear alkylammonium molecules. Although a high-quality 

potential for pertechnetate was not available for this work, a future study analyzing the 

(TcO4
-)-alkylammonium interaction in the presence of a confining montmorillonite 

interlayer could significantly advance the mechanistic understanding of the radionuclide 

sequestration process.   
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CHAPTER 7  
PREDICTING SHORT RANGE ORDER IN HIGH ENTROPY Li-OXIDE CATHODE 

MATERIALS WITH DENSITY FUNCTIONAL THEORY AND CRYSTAL GRAPH 
CONVOLUTIONAL NEURAL NETWORKS 

7.1 Background 

 Improvements in the energy density of Li-ion batteries are hindered by a lack of 

reliable high-capacity cathode materials [16], [173].  Current battery designs depend on 

a limited set of layered transition metal oxides [174], but recent literature has 

demonstrated that Li-excess disordered rocksalt (DRX) materials enable rapid Li 

transport and offer a much broader compositional space for cathode design [15], [175], 

[176], [177], [178]. This discovery has been bolstered by the emerging field of high-

entropy (HE) materials development. The concept of combining multiple elements in 

equimolar proportion to form an entropy stabilized single phase was first applied to 

metallic alloys [179], [180]. However, the concept can also be applied to oxide materials 

as a method of stabilizing a disordered cation sublattice [181], [182]. While the 

theoretical performance of these DRX cathode materials is promising, short-range 

ordering (SRO) induced by cycling at high current density has been shown to 

significantly degrade long-range Li transport [183], [184], [185], [186]. To combat this 

effect, prior works have employed a HE design scheme to create novel Li-excess DRX 

cathodes and demonstrated success in limiting SRO formation and improving reversible 

capacity [15], [18], [177]. 

 The negative impacts of SRO formation on Li transport have motivated a rich 

body of work seeking to identify the local structure of SRO and the mechanisms by 

which it develops. Recent work by Li et al. [187] introduces an original approach of 

combining scanning transmission electron microscopy, electron diffraction, and Monte 
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Carlo simulation to derive a real space representation of the atomic arrangements in 

SRO which had previously been convoluted behind reciprocal space projections. The 

authors reveal that the local structure of SRO in a model Li1.2Ti0.4Mn0.4O2 DRX cathode 

can be described as a combination of three distinct cation clustering types: tetrahedron, 

octahedron, and cube. Furthermore, the authors state that the character of the identified 

SRO can be manipulated via anion doping or heat treatment which ultimately modifies 

the electrochemical properties of the cathode. In an earlier work by Jones et al. [17], the 

structure of SRO in a similar DRX cathode model (Li1.25Nb0.25Mn0.5O2) is characterized 

using powder diffraction techniques. In this work the authors do not identify individual 

types of cation clustering but rather a distinct crystal structure associated with SRO. 

Diffraction patterns of the cathode material which contains SRO are shown to closely fit 

a 𝛾-LiFeO2 structure. 

 Motivated by a surge in research on factors that limit the performance of DRX 

cathodes, many studies have been conducted which seek to apply the key findings and 

synthesize new DRX compositions which circumvent prior limitations. These synthesis 

strategies incorporate elements of HE design, fluorination, and acceleration by both ab-

initio simulation and machine learning. Notably, Lun et al. [15] synthesize three distinct 

DRX models with an increasing number of TM components to evaluate the impact of 

configurational entropy on reversible capacity. As expected, the presence of SRO is 

diminished in the highest entropy composition and the capacity increases as a function 

of the number of TMs present. Pei et al. [177] use an alternative approach and 

synthesize a Li1.46Ni0.32Mn1.2O4-x (0 < x < 4) DRX composition with the intention that 

initial delithiation drives a phase change resulting in the formation of a medium entropy 
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spinel-type structure with partial disorder. This methodology runs counter to the 

prevailing trend of maximizing entropy to limit SRO formation and instead seeks to 

produce a wholly different semi-ordered state that is itself conducive to long-range Li 

transport. The authors report that the predicted structural transformation does occur 

after initial delithiation, and that the resulting electrochemical performance is high with a 

discharge capacity of 314.1 mA h g-1 at a current density of 100 mA g-1. In addition to 

these studies where the choice of composition is driven primarily by chemical intuition 

and prior results in literature, some authors are also turning to computational methods 

to determine optimal TM occupancy on the cation sublattice. Gao et al. [188] employ a 

DFT based approach to assess the influence of different TM dopants on relevant 

properties such as band gap, oxygen valence, and lattice stability. After screening 8 

TMs the authors conclude that Nb is a promising candidate and a follow up 

experimental measurement of the predicted material results in improved 

electrochemical performance relative to undoped Li2MnO3. To further accelerate the 

selection of performant TMs for HE cathode compositions, Sturman et al. [19] deploy a 

random forest regression algorithm to predict ideal TMs based on features such as 

redox compatibility, procurement cost, and energy density. The authors identify 

LiNi0.2Mn0.2Co0.2Fe0.2Ti0.2O2 as their best performing cathode and report that the 

material is both low cost and has a stable capacity of 85 mAh g-1 when charged to a 

voltage of 4.4 V. 

 A review of the recent literature on DRX cathode design and development 

reveals that numerous permutations of design strategy and chemical composition can 

successfully produce cathode materials with desirable electrochemical properties. While 
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this is a positive development towards the goal of improving Li-ion battery performance; 

the challenge of screening the vast compositional search space to identify optimal 

cathode materials remains unresolved. Due to the flexibility of the DRX framework in 

incorporating many distinct TM types and the general compatibility between individual 

TMs, the task of identifying and validating all high-performance compositions is 

intractable from a purely experimental approach. Therefore, in this work we present a 

novel approach for high-throughput screening of DRX cathode candidates to accelerate 

the process of material discovery and ultimately advance the performance of Li-ion 

batteries. DFT and crystal graph neural network methods are employed in tandem to 

predict and validate the likelihood of SRO formation in DRX compositions spanning a 

wide range of constituent TMs. Specifically, three distinct models of SRO designed to 

be compatible with the limited length scale of ab-initio calculations are considered and 

evaluated in the context of experimentally observed SRO structures. Furthermore, the 

impact of entropy on the likelihood of SRO formation is determined from explicit 

calculation of configurational entropy on the cation sublattice. Lastly, a promising 

cathode candidate is identified and validated at the ab-initio level of theory with 

compelling results to motivate future experimental synthesis.  

7.2 Computational Methodology 

7.2.1 Density Functional Theory 

All density functional theory (DFT) calculations in this work are performed using 

the Vienna Ab initio Simulation Package (VASP) [83], [84], [85]. Projector augmented 

plane wave (PAW) pseudopotentials [86] describe the interactions between core and 

valence electrons. The generalized gradient approximation (GGA) and Perdew-Burke-

Ernzerhof (PBE) functional [23] are used to describe the exchange correlation energy. 
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GGA+U is employed to improve the performance when modeling localized d electrons, 

which is a known limitation in DFT [35]. The U values selected for Mn, Ti, and Zr are 

3.9, 2.0, and 4.0 respectively. These values are adopted from prior DFT work which 

considered the same cations [189], [190], [191]. A plane-wave cutoff energy of 500 eV 

is used in all calculations following a convergence study over the range of 300 - 750 eV.  

Each simulation cell is a 2 x 2 x 2 rocksalt supercell consisting of 64 atoms. A k-

point convergence study found that a 5 x 5 x 5 Γ-point centered Monkhorst-Pack [88] 

mesh provides a reasonable balance between computational speed and precision for 

structures of this size.  Magnetic moments are assigned only to the Mn atoms which are 

initialized to 5.0 𝜇𝐵 each. This initial value is adopted from the work of Jain et al. [64]. 

The converged magnetic moment on each Mn atom varies between compositions and 

different configurations within the same composition. All structural relaxations employ a 

Gaussian smearing scheme with a smearing width of 0.05 eV. This setting is 

recommended for oxides in the VASP documentation. After each relaxation is 

completed, the total energy is extracted from a single-point calculation of the previously 

relaxed structure. This single-point calculation uses the tetrahedron method with Blöchl 

corrections as its smearing scheme to achieve the most accurate measurement of 

energy [89]. 

7.2.2 Crystal Graph Convolutional Neural Network 

 The crystal graph neural network implementation used in this work is the Crystal 

Hamiltonian Graph Neural Network (CHGNet) developed by Deng et al [63]. Tests of 

the pre-trained model distributed with the source code (v0.3.0) show excellent 

qualitative agreement with the DFT calculations in this work. Figure 7-1 illustrates the 

parity between CHGNet and DFT predictions for the total energy per atom of the DFT 
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relaxed Li1.25 samples. Note that using CHGNet on pre-relaxed samples is intended as a 

benchmark exercise - the results presented in Chapters 7.3.2 and 7.3.3 use CHGNet to 

execute structural relaxations directly on idealized supercells. The Li1.25 subset is 

selected because it is most relevant for the application domain. The magnitude of the 

predicted energies differs, but the line of best fit through the data has a slope very near 

to 1 indicating that the CHGNet and DFT predictions are almost equivalent when a 

linear offset is applied. 

 
Figure 7-1.  Parity plot comparing the performance of CHGNet predictions against DFT 

ground truth. The dashed black line represents perfect parity, and the red 
dashed line represents a linear fit to the data. 

 Alternative implementations were also tested: namely, the orbital graph 

convolutional neural network (OGCNN) by Karamad et al. [61], the atomistic line graph 

neural network (ALIGNN) by Choudhary and DeCost [192], and the original crystal 

graph convolutional neural network (CGCNN) by Xie and Grossman [59]. Ultimately, 
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CHGNet’s ability to predict the force acting on each atom and thus relax idealized 

supercells paired with its vast training set that enables compositional search across all 

transition metals (TMs) makes it the most effective model for this work. 

7.2.3 Structure Generation 

Structures in this work vary in both composition and ordering type. Specifically, 

three distinct Li fractions are considered: Li0.75, Li1.0, and Li1.25 with Li1.25 being most 

relevant for industrial applications. On the non-Li cation sublattice, the TMs of interest 

are Mn, Ti, and Zr where Mn acts as the redox site and Ti and Zr function as charge 

compensators. This compositional space can be generalized with the chemical formula: 

LiXMnY(Ti,Zr)ZO2 where Y + Z = 2 – X. Seven distinct compositions, spanning different 

cation types and stoichiometries, are evaluated for each Li fraction for a total of 21 

compositions under investigation. 

To approximate SRO in a way that is compatible with the limited length scale 

accessible to ab-initio calculations, Li atoms are localized to low index planes of type 

{100}, {110}, and {111}. The planes are arranged in an alternating fashion to keep the 

interplanar distance between pairs of ordered and disordered planes constant. The 

three ordering types are illustrated in Figure 7-2. In addition to samples with specific 

ordering, fully disordered special quasirandom structures (SQS) are also generated for 

each composition which serve as a baseline of no SRO to compare against. SQS is 

preferrable to generation with a simple random choice algorithm as it minimizes local 

correlation between pairs of atoms which is particularly important in periodic crystal 

systems [67]. 
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Figure 7-2.  Ordering types illustrated on idealized LiMnO2 rocksalt structures. The 

structures are ordered by creating Li layers on low index crystallographic 
planes {100} (A), {110} (B), and {111} (C). The ordered Li planes are 
highlighted in yellow. O is red, Mn is blue, and Li is beige. 

The cumulative number of cations on the ordered planes in each system is 

always 16. This constraint is significant in relation to the Li fraction of the structure. For 

Li0.75 compositions, this has the implication that 4 of the 16 cation sites will be occupied 

by a cation other than Li and for Li1.25 samples, 4 Li cations will occupy disordered 

planes. Only in the Li1.0 samples will Li atoms be perfectly separated from the other 

cation species. This is a consequence of limited system size. However, because the 

ordered planes always contain significantly more Li than disordered planes, this effect is 

not expected to bias either the Li0.75 or Li1.25 samples.  

The primary structure generation tool used throughout this work is sqsgenerator 

developed by Gehringer et al. [66]. Systems with alternating planes of ordered Li and 

disordered cations are generated by leveraging the software’s capability to operate on 

user-defined subsets of lattice sites rather than entire crystal structures. This ensures 

disordered planes are populated as if they were part of an SQS while ordered planes 

remain unmodified and contain appropriate amounts of Li. For each composition under 

investigation, 5 fully disordered configurations, 3 {100} ordered configurations, 3 {110} 

ordered configurations, and 3 {111} ordered configurations are generated for a total of 
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14 unique structures per composition. For Li1.25 compositions the number is increased to 

5 of each ordering type for a total of 20 unique structures per composition. This scheme 

balances limitations on computational resources with the goal of adequately sampling 

the configurational space of each composition.  

The process of generating samples for prediction by CHGNet follows a similar 

procedure on a larger scale. One simplification is the elimination of Li0.75 and Li1.0 

compositions to focus only on the more application relevant Li1.25. Within this 

compositional space, all viable combinations of Mn, Ti and Zr are generated with the 

stipulation that the Mn content is ≥ Mn0.375. This restriction reflects the requirement in 

the application domain that enough Mn is present to exploit for redox reactions. For 

each viable composition, a limit of 10 samples per ordering type are generated. Note 

that a maximum limit is imposed but not always achieved because sqsgenerator may 

not always find 10 distinct configurations with optimal disorder. This results in 935 

unique structures spanning 28 different compositions – a sample size 6.7x greater than 

the original Li1.25 DFT dataset. It is important to consider that each of these structures 

are unrelaxed and as generated would have identical lattice parameters. However, 

because CHGNet is capable of predicting the force acting on each atom, it is possible to 

use the model to relax the generated structures directly.  

7.3 Results 

7.3.1 DFT Calculations 

 A central theme of discussion in this work is the tendency for a particular 

structure to exist as ordered or disordered. This property is not intrinsic to each 

structure, but rather is made evident through comparison. To quantify a structure’s 

tendency to order from a thermodynamic perspective, one must compare the energy of 
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a structure with imposed order to that of a structure with imposed disorder. Repeating 

this process for a range of samples will result in one of three possibilities: 1) the energy 

of the ordered sample is more positive than the energy of the disordered sample, 2) the 

energy of the ordered sample is more negative than the energy of the disordered 

sample, or 3) the energy of the ordered sample is within the range of energy of the 

disordered configurations. Each of these scenarios can be seen in Figure 7-3, which 

illustrates the DFT final energy per atom for Li1.25Mn0.5625Zr0.1875O2 specifically.  

 
Figure 7-3.  DFT final energy per atom for the Li1.25Mn0.5625Zr0.1875O2 composition. The 

red band spanning the width of the figure represents the energy range of the 
fully disordered configurations. 

In scenarios 1 and 3, the ordered sample should be considered to “favor 

disorder” because at least one comparable disordered sample is lower in energy and 

thermodynamics dictates that the ordered sample will eventually relax into that lower 

energy state given sufficient time to overcome any kinetic barriers. In scenario 2, the 

ordered sample should be considered to “favor order” because it is lower in energy than 

all comparable disordered samples and thus cannot reduce its energy by transitioning to 
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a disordered state. It is important to note that this method is only valid when comparing 

structures with the same composition. This is the criteria that is used to determine 

whether a particular sample favors order or disorder throughout the remainder of this 

work. 

A fundamental consideration in understanding how SRO develops in HEOs is the 

physical form that it takes. By investigating three unique approximations of SRO for 

each composition in the dataset, DFT calculations can elucidate which type is most 

likely to form. In Figure 7-4, the percentage of samples that favor or disfavor order are 

presented for each ordering type broken down by Li fraction. Red bars represent the 

samples that are strictly lower in energy than the minimum disordered reference, grey 

bars are within the range of disordered samples, and blue bars are strictly higher in 

energy than the maximum disordered reference. 
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Figure 7-4.  Effect of ordering type on ordering favorability. Blue bars represent the 

percentage of ordered samples in each group that are strictly higher in energy 
than the highest disordered sample of the same composition, grey bars 
represent the percentage of ordered samples that are within the range of the 
disordered samples of the same composition, and red bars represent the 
percentage of ordered samples that are strictly lower in energy than the 
lowest disordered sample of the same composition. 

 From inspection of Figure 7-4, it is evident that {111} type ordering dominates 

across all Li fractions. In fact, 100% of {111} ordered Li1.25 samples are favorable 

relative to disorder. In addition to this clear trend, a positive correlation between the Li 

fraction and share of {100} and {110} ordered samples favoring disorder can be 

observed. This dichotomy between the increasing preference for disorder in {100} and 

{110} ordered samples as a function of Li content and the clear dominance of {111} 

ordering favorability in Li1.25 suggests that there is a qualitative difference in the 

chemical environment of {111} ordered samples. Referring back to Figure 7-2c, the 
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crystallography of the ordered planes confirms this. In {111} ordered samples, the Li 

planes are purely cationic. Conversely, both {100} and {110} ordered planes are 

interspersed with oxygen atoms creating a different local environment for the cations. 

This tendency to favor order along strictly cationic {111} planes is also present in crystal 

structures that have been experimentally characterized as local representations of SRO. 

In Figure 7-5, both spinel and 𝛾-LiFeO2 unit cells are illustrated to highlight cation 

connectivity along {111} planes. 

 
Figure 7-5.  Diagram of cation connectivity in a generic AB2O4 spinel (A) and γ-LiFeO2 

(B).  

 The AB2O4 spinel structure in Figure 7-5a is reported to be the semi-ordered end 

state of a phase transformation from DRX Li1.46Ni0.32Mn1.2O4-x (0 < x < 4) induced by an 

initial delithiation of the structure [177]. The red and green planes denote members of 

{111} and {11̅1} respectively. Observe that these planes are parallel with the 

octahedrally coordinated B-sites and never intersect an anion site much like the 

structural arrangement depicted in Figure 7-2c. Similarly, Figure 7-5b illustrates cation 

connectivity in the 𝛾-LiFeO2 unit cell which has been identified as the localized SRO 
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structure associated with DRX Li1.25Nb0.25Mn0.5O2 [17]. Again, the highlighted planes 

cross only the cation sites. It should be noted that the highlighted planes in Figure 7-5b 

are members of {112} rather than {111} so the transferability back to the Figure 7-2c 

arrangement is not perfect but rather a close analog. The fact that the {111} ordering 

type – a simplified model of SRO that is strongly predicted to be the dominant ordering 

type in this work - shares key structural features with experimentally validated 

expressions of SRO corroborates its validity as an approximation of SRO in small 

simulation cells.      

 A major factor driving interest in HEOs as a material system for energy storage is 

the purported phase stabilization induced by the configurational entropy associated with 

a higher number of cation components. To address the impact of this entropic effect, 

Figure 7-6 reports the ordering favorability of each sample broken down by the number 

of non-Li cation components. 
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Figure 7-6.  Effect of the number of transition metals (Mn, Ti, Zr) on ordering favorability. 

Blue bars represent the percentage of ordered samples in each group that 
are strictly higher in energy than the highest disordered sample of the same 
composition, grey bars represent the percentage of ordered samples that are 
within the range of the disordered samples of the same composition, and red 
bars represent the percentage of ordered samples that are strictly lower in 
energy than the lowest disordered sample of the same composition. 

 Perhaps most evident in Figure 7-6 is the difference in the behavior of N=1 

samples for the Li1.0 compositions as compared to both Li0.75 and Li1.25. This can be 

partly explained by the unique structural characteristic of the LiMnO2 composition in 

relation to the ordering schemes employed in this work. Because the total number of 

available cation sites is 32 and the Li atoms are fixed to occupy half of them on the 

ordered planes, that leaves the other half as pure Mn. This results in just 1 possible 

configuration for each ordering type of the LiMnO2 composition rather than a range of 

configurations available to all other compositions. In contrast, N=1 samples of the Li0.75 
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and Li1.25 compositions tend to favor order most strongly.  Furthermore, the N=2 and 

N=3 samples are most likely to favor disorder especially for Li1.25 compositions. 

However, there is only a minor difference in the behavior of N=3 over N=2 in Li1.25 with 

N=3 having a higher percentage of samples strictly favoring disorder, but both achieving 

the same tendency to disorder when samples competitive with disorder are included. 

Taken together, this provides some support for the idea of entropic stabilization though 

the effect is largely outweighed by the dominance of {111} type ordering shown in 

Figure 7-4. 

 In addition to simply counting the number of unique TMs, it is possible to assess 

the impact of configurational entropy more directly by explicitly calculating it for each 

sample. Entropy is derived using Equations 7-1 and 7-2 as follows: 

∆𝑆 =  −𝑅 ∑ 𝑥𝑖 ln 𝑥𝑖

𝑛

𝑖=0

 (7-1) 

𝑥𝑖 =
𝑛𝑖

𝑁𝑐
 (7-2) 

Where 𝑅 is the ideal gas constant and 𝑖 indexes over the 𝑛 total cation types. The atom 

fraction 𝑥𝑖 is the quotient of the number of “active” cations of type 𝑖 and the total number 

of cations in the system 𝑁𝑐. Active cations are defined as those which are not 

constrained to an ordered Li-plane. 

 To visualize this representation of entropy in relation to ordering favorability, the 

entropy of each sample is calculated and used to construct two distinct distributions: 

one from the samples which favor order and one from the samples which favor disorder. 

Kernel density estimation (KDE) is used to evaluate the probability density function 

(PDF) of each data set. To extract the magnitude of the preference for either ordering 



 

154 

condition, the PDFs are transformed by calculating their contribution to the sum of the 

two distributions as a percentage. This scheme is presented in Figure 7-7 and illustrates 

the percentage of samples favoring each ordering condition as a function of the 

explicitly calculated configurational entropy. 

 
Figure 7-7.  Distribution of configurational entropy for samples in the DFT relaxed 

dataset. The red curve represents the percentage of samples favoring order 
and the blue curve represents the percent of samples favoring disorder. All Li 
fractions (A), only Li1.25 samples (B). 

 The two subplots of Figure 7-7 represent subsets of samples in the DFT relaxed 

dataset. Figure 7-7a contains data for all samples across all Li fractions while Figure 7-

7b is limited to just the Li1.25 samples. In Figure 7-7a, there is a clear offset between the 

two distributions with order tending to dominate in the low-entropy range and disorder 

tending to dominate in the high entropy range. The divergence between the two peaks 

at an entropy of 4.1 J/K where the split is approximately 75/25 in favor of order. At the 

highest end of the scale, disorder is favored at 65%. In Figure 7-7b the same general 

trends can be observed. At the low end of the scale, order is favored at 100% until 6.2 

J/K where the distributions begin trending towards the center. The highest peak favoring 

disorder is 70% at an entropy of 7.1 J/K. One might also observe that the range of 

entropy between these two subsets is not equivalent. This is due to the fact that in the 
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Li1.0 samples (only present in Figure 7-7a) the positions of all Li atoms are fixed and 

thus cannot contribute to the entropy as active cations. The same is true of the Li0.75 

samples, but in this case there are additional TM cations on the ordered Li planes which 

are counted as active. In the Li1.25 samples, excess Li on non-ordered planes is counted 

as active and thus contributes to entropy. 

7.3.2 CHGNet Predictions 

 The primary goal of using an accelerated energy prediction tool like CHGNet is to 

enable a thorough scan over a wider compositional space than is reasonably accessible 

to ab-initio methods. By exhaustively scanning the LiXMnY(Ti,Zr)ZO2 search space, 

particular compositions that especially favor either order or disorder can be identified 

and further investigated. In Figure 7-8, ternary phase diagrams illustrating the 

percentage of samples favoring disorder at each composition (Figures 7-8b and 7-8c) 

are compared to the limited set of compositions investigated using DFT (Figure 7-8a). 

The colormap is scaled such that regions exhibiting high preference for disorder are 

shown in red and those with low preference are shown in blue. Regions where the map 

is blank indicate that 0% of samples favor disorder. Note that these maps (and all 

CHGNet results in this work) are limited to Li1.25 compositions because of their relevance 

as potential cathode compositions.  
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Figure 7-8.  Ternary phase diagrams illustrating: the compositions investigated with DFT 

(A), the percentage of all ordered samples that favor disorder (B), and the 
percentage of {111} ordered samples that favor disorder (C). 

 Figure 7-8b, which represents all {100}, {110}, and {111} ordered samples, 

depicts that throughout the entire Mn-Ti-Zr compositional space disorder is favored in 

50-80% of samples depending on the specific composition. Most compositions in the 

space tend to have 60-70% of their samples favor disorder. This reflects the finding 

from the DFT calculations that {100} and {110} ordered samples tend to favor disorder 

while {111} always favors order. Therefore, it is expected that 
2

3
 or 67% of samples 

would tend to favor disorder. To further support this interpretation, Figure 7-8c 

represents the percentage of only the {111} ordered samples that favor disorder. If 

CHGNet predictions were to accurately reflect the DFT findings it should be expected 

that none of these samples would favor disorder. Indeed, only 2 compositions out of the 

28 total are predicted to exhibit any percentage of their samples favoring disorder. 

Furthermore, within these two compositions, the maximum predicted percentage is just 

30-40%. Because these two problematic compositions happen to already be 

represented within the DFT relaxed dataset it is straightforward to confirm that they 

should not in fact exhibit any preference for disorder. To address this, Figure 7-9 

contrasts the results of the DFT calculations with CHGNet predictions for these two 
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compositions. Note that in this comparison, CHGNet is operating on structures which 

have already been relaxed by DFT whereas those which are a part of Figure 7-8 are 

relaxed strictly with CHGNet. Comparing the two under these specific conditions reveals 

a sensitivity to lattice site distortions that is crucial in understanding the formation of 

SRO.        

 
Figure 7-9.  Direct comparison between DFT calculation results and CHGNet 

predictions on DFT relaxed samples. Each subplot refers to a unique 
composition: Li1.25Mn0.5625Zr0.1875O2 (A) Li1.25Mn0.375Ti0.1875Zr0.1875 (B). DFT 
results are shown on the left in red and CHGNet predictions are shown on the 
right in blue. 

 Referring to Figure 7-9, DFT clearly predicts all {111} ordered samples to favor 

order. Interestingly, CHGNet predicts the same despite the results of Figure 7-8 which 

would suggest that these two compositions should have 30-40% of their {111} samples 

predicted to favor disorder. The explanation for this discrepancy is the fact that the 
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results presented in Figure 7-8 are for structures which employ CHGNet to do all 

structural relaxation whereas those in Figure 7-9 rely on DFT. Therefore, it is evident 

that the classification of a sample as favoring order or disorder may be sensitive to 

particular lattice site distortions that are only captured at the ab-initio level of theory. 

This finding also has the implication that CHGNet’s prediction of per-atom forces is less 

accurate than its prediction of total energy. Despite this specific failure of the model to 

reproduce DFT results for 2 of the 28 compositions, the overall performance of CHGNet 

in classifying samples as favoring order or disorder is excellent. Furthermore, one 

should note the resolution required of the model to accurately make this type of 

classification. In Figures 7-9a and 7-9b the difference in energy between the minimum 

disordered reference state and the maximum {111} ordered sample is just 47 meV/atom 

and 10 meV/atom respectively. This level of accuracy approaches that of DFT relative 

to experiment and highlights how the small effect size of SRO formation makes it a 

challenge to predict using even the best available methods [109].  

 Having established that CHGNet is in close qualitative agreement with DFT 

regarding the prediction of ordering favorability throughout the Mn-Ti-Zr compositional 

space, it is instructive to use its predictions to revisit the impact of configurational 

entropy. Similar to the results presented in Figure 7-7b, Figure 7-10 also plots the 

percentage of samples favoring either ordering condition as a function of the 

configurational entropy derived from Equations 7-1 and 7-2. However, the samples used 

to generate Figure 7-10 span 28 compositions in the Mn-Ti-Zr compositional space 

rather than just the 7 unique compositions investigated with DFT. Furthermore, the 
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energies used to classify each sample as either favoring order or disorder are predicted 

by CHGNet.   

 
Figure 7-10.  Distribution of configurational entropy for all samples in the Mn-Ti-Zr 

compositional space with energy predictions and structural relaxations 
handled by CHGNet. 

 In comparing Figures 7-7b and 7-10, it appears that the inclusion of additional 

compositions in Figure 7-10 results in a more muted expression of the same trends 

found in Figure 7-7b. A preference to form order for samples on the lower half of the 

entropy scale remains with the exception of a small crossover at the minimum bound. 

Between 6.9 J/K and 8.0 J/K the two distributions are highly competitive with preference 

for disorder ultimately dominating 58% to 42% at the upper bound of the entropy scale. 

While it is evident that including additional compositions diminishes the perceived 

influence of configurational entropy on stabilizing disorder, one trend which remains 

strong is the tendency for samples of lower entropy (below 6.9 J/K) to favor the 

formation of order. Therefore, while high entropy may not be sufficient as a design 

variable to control SRO formation, it is reasonable to conclude that low entropy 

configurations should be avoided as they are consistently associated with a preference 

for order. 
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7.3.3 Expanded Compositional Search 

 Building on the findings presented in Chapters 7.3.1 and 7.3.2 which establish a 

foundation for understanding how ordering type and configurational entropy influence 

the formation of SRO in the Mn-Ti-Zr system, it follows that expanding the compositional 

search space could help to identify specific compositions as desirable synthesis 

candidates for experimental testing. Recall that DFT and CHGNet both predict a strong 

preference for {111} type ordering throughout the Mn-Ti-Zr system. Therefore, in an 

effort to identify compositions for which SRO is thermodynamically unfavorable, it is 

necessary to expand the search space to consider compositions which include 

alternative TMs and assess their tendency to favor disorder relative to {111} type 

ordering. 

 The methodology used to generate this broader dataset is essentially the same 

as is described in Chapter 7.2.3. However, each composition contains a pair of the 

following TMs: Ti, V, Cr, Fe, Co, Ni, Zr, Nb, and Mo. The constraint specifying the lower 

bound of Mn content to be ≥ Mn0.375 remains unchanged which leaves each 

composition with a total of 3 TM types. Excluding the Ti-Zr pair which has already been 

investigated in Chapter 7.3.2, this expanded dataset includes 35 unique TM pairs. To 

save computational resources and focus on the most relevant phenomena, structure 

generation is limited to full disorder and {111} ordering types. These constraints result in 

a dataset of 9908 distinct samples across 525 unique compositions.  

 CHGNet is employed to execute both structural relaxation and energy prediction 

of each sample from which determinations of ordering favorability are made. Of the 525 

unique compositions just 152 are predicted to exhibit any degree of favorability for 

disorder relative to the {111} ordering type. These compositions are plotted in Figure 7-
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11. It can be seen that the Li1.25Mn0.5625Zr0.1875O2 composition, which proved to be 

problematic for CHGNet in Chapter 7.3.2, is on the lower end of the curve in terms of 

the percentage of samples predicted to actually favor full disorder. This enhances 

confidence in the methodology as a screening tool because it shows that the model 

identifies a significant number of compositions that are more likely to favor disorder than 

the composition for which it failed to do so. In fact, 12 compositions are predicted to 

exhibit a 100% tendency to favor disorder relative to {111} ordering.         

 
Figure 7-11.  Each of the 152 compositions which CHGNet predicts to exhibit some 

degree of disorder relative to {111} type ordering. Specific compositions of 
interest are highlighted in orange. 

 To further downselect this group of novel compositions, a filter is applied to retain 

only those which are predicted to exhibit ≥ 50% of samples favoring disorder. This 

results in 69 compositions for which there is likely some preference for disorder. To 

characterize this set of compositions, Figure 7-12 illustrates the frequency with which 

both individual TMs and pairs of TMs are found in the compositions that make up the 

set.     
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Figure 7-12.  Frequency of both individual TMs (left) and pairs of TMs (right) to be found 

in the compositions which are predicted to have ≥ 50% of their samples favor 
disorder relative to {111} ordering. 

 Inspection of the individual TM histogram in Figure 7-12 reveals that Mo is the 

most frequently found TM in the set. Additionally, it appears that there is some 

correlation between an element’s Z value and the frequency with which it is found 

because the highest Z elements; Zr, Nb, and Mo are arranged in the same order as 

their frequencies. However, this trend is reversed for row 4 TMs in which there is a 

downward trend in frequency from V to Ni. Observation of the pair frequency heatmap 

reinforces Mo’s position as the most common TM in the set with Mo-V, Mo-Zr, and Mo-

Nb being the most frequent pairs to appear.  

The identification of 12 novel compositions which are predicted to favor disorder 

relative to {111} type ordering in 100% of samples (Figure 7-11) is a satisfying result 

which impels further investigation. To close the loop in the cycle of materials discovery, 

DFT validation of these compositions is conducted to confirm that the {111} ordered 

samples do in fact favor disorder. As of now, this validation has been completed for 3 of 

the 12 compositions. Out of the 3 completed compositions, 1 has proven to reproduce 
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the predicted results and exhibit a 100% tendency to disorder. This composition is the 

Li1.25Mn0.375Fe0.0625Nb0.3125O2 formulation highlighted in Figure 7-11. The DFT calculated 

final energy per atom for each sample of this composition is presented in Figure 7-13. 

Each of the {111} ordered samples have an energy greater than or equal to that of the 

lowest energy disordered reference state indicating that they are all competitive with 

disorder and thus will tend to relax into a disordered state given sufficient time to 

overcome any kinetic barriers. This result affirms the validity of the CHGNet screening 

process and provides a promising direction for future experimental synthesis and 

characterization. 

 
Figure 7-13.  DFT results for the Li1.25Mn0.375Fe0.0625Nb0.3125O2 composition which is 

predicted by CHGNet to favor disorder relative to {111} ordering in 100% of 
samples. 

7.4 Discussion and Conclusions 

 The investigation of SRO and its intersection with the ordering type, entropy, and 

composition of DRX cathode candidates presented in this work advances our 

understanding of the complex design criteria surrounding this promising material 
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system. DFT calculations confirm that the {111} ordering type is thermodynamically 

favorable for all compositions in the Mn-Ti-Zr system. Experimentally determined local 

structures of SRO in DRX materials share similar cation connectivity with the {111} 

ordering type thus affirming the simplified representation used in this work as a valid 

approximation [17], [177]. Both DFT and CHGNet results indicate that lower entropy 

configurations are more likely to favor ordering which is consistent with findings in the 

literature which report that increasing the number of TMs on the cation sublattice results 

in a reduction of SRO [15]. In this study, however, the consideration of entropy goes 

beyond using the number of transition metals as a proxy and advances the 

understanding by explicitly calculating the configurational entropy of the cation 

sublattice to include the effect of varying the concentration of each TM for systems with 

the same number of TM components. Furthermore, we show that the correlation 

between low entropy and SRO formation is stronger than the correlation between HE 

and full disorder indicating that HE alone is not sufficient to resolve SRO formation, but 

low entropy should certainly be avoided. This work also introduces a high-throughput 

method to predict SRO formation in compositions containing arbitrary TMs. To our 

knowledge, this screening procedure has never before been applied to the problem of 

identifying SRO formation in DRX materials. Notably, through the implementation of this 

framework, we identify a number of compositions which are highly likely to 

thermodynamically favor full disorder and validate one such composition with DFT. 

Should this result be experimentally confirmed, it represents a great advancement in 

cathode performance by eliminating the problem of SRO without any requirement to 

modify the synthesis procedure or add any post-processing steps.  
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 In conclusion, this study introduces a novel and highly efficient screening 

procedure to identify SRO formation in compositionally diverse DRX materials. We find 

that a compact approximation of the local structure of SRO produces results consistent 

with experiment. HE stabilization of disorder is investigated and revealed to be a 

necessary but insufficient factor in controlling SRO formation. Furthermore, we identify 

12 new DRX compositions which are highly likely to exhibit thermodynamically stable 

disorder on the cation sublattice. Of these new compositions, one has been confirmed 

via ab-initio calculation to favor full disorder. This finding represents a promising 

advancement in the capability of DRX cathode materials which is much needed to 

improve Li-ion battery performance.     
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CHAPTER 8  
SUMMARY AND FUTURE WORK 

 In this dissertation, a wide range of materials systems have been investigated 

with multiple simulation methodologies to address crucial research questions in the 

domains of high temperature corrosion, HLW disposal, and novel battery development. 

First, the mobility of point defects in the mediating MnCr2O4 layer of an oxide film which 

grows atop austenitic steel alloys are investigated using DFT in order to develop an 

atomistic description of the oxide growth mechanism. This analysis is extended to 

Cr2O3, another component of the oxide film, and a mechanism for evolution of the film is 

proposed based on the predicted migration barrier heights. Then, the interactions 

between an ionic solution representative of the groundwater present in a geological 

waste repository and various edge terminated clay models are characterized by MD 

simulation. The clay interlayer environment is then further investigated with MD to 

determine the precise arrangement of alkylammonium cations that are shown to 

enhance radionuclide sequestration. Lastly, a multimodal study of Li-HEO cathode 

materials employing both ab-initio and cutting-edge CHGNet models predicts new 

regions of compositional space that are likely to form stable disordered structures and 

enhance cycling performance. 

 In Chapter 3, the formation energy of vacancy, interstitial, substitution, and 

antisite defects is evaluated with DFT to assess the defect energetics in MnCr2O4. Each 

defect type is also considered as part of a migration pathway to understand the defect 

migration kinetics contributing to oxide film growth. The findings indicate that Mn 

vacancies are the most readily formed and migrate with a low migration barrier height of 

just 0.45 eV. The chemical complexity and unique structural vacancies inherent to the 
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spinel system also enable antisite and substitution type defects to contribute to cation 

migration. In fact, by first forming a CrMn substitution defect, Cr is able to reduce its 

vacancy mediated migration barrier height from 2.41 eV to just 0.85 eV – significantly 

increasing its mobility along the cation sublattice. Additionally, oxygen was found to 

migrate most favorably via interstitialcy type mechanism with a barrier height of 1.86 eV. 

These findings highlight the rapid mobility of cations through the spinel phase 

suggesting a preference for cations to move outwards towards an oxidizing surface 

rather than for oxygen to diffuse down to the bulk alloy surface. 

 In Chapter 4, a similar analysis to MnCr2O4 in Chapter 3 is conducted for another 

component of the oxide film, Cr2O3. Vacancy, interstitial, and MnCr substitution defects 

are evaluated for favorability with consideration for charge state and environmental 

conditions. The mobility of Cr and Mn via 4 unique elementary migration pathways is 

considered to identify the most efficient route for long-range diffusion. Mn as a MnCr 

substitution defect is consistently predicted to have a lower barrier height than the 

native Cr. Furthermore, including the preferred Cr vacancy charge state results in 

further barrier height reduction for both Mn and Cr. By combining these findings with our 

prior work on MnCr2O4 we present a set of possible mechanisms driving the change in 

relative layer thickness after total oxide thickness has stabilized. Based on the barrier 

heights from this work, MnCr2O4 is predicted to grow at the alloy interface and Cr2O3 is 

predicted to grow at the MnCr2O4 interface. 

 In Chapter 5, the distribution of aqueous ions in the presence of phyllosilicate 

edge models with unique MgAl
- substitution defect distributions are analyzed with MD 

simulation to identify likely radionuclide adsorption sites and optimal substitution 
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patterns. Significant clustering of both cations and anions is observed around 

terminated edge structures even for the charge neutral PRL system. In MMT 

configurations with highly localized charge density due to the proximity of MgAl
- 

substitution sites, dense clusters of cations were observed to form in the interlayer 

adjacent to such sites. Furthermore, a secondary more diffuse layer of anions surrounds 

these clusters suggesting that functionalization of the net negative MMT structure can 

induce anion sequestration in the interlayer. Additionally, MMT configuration with low 

localized charge density due to an even distribution of substitution sites behave much 

like the charge neutral PRL system and do not offer significantly increased residence 

times of Na+ or Cl- ions within the interlayers. 

 In Chapter 6, MD simulation is again used to characterize a clay interlayer 

environment this time consisting of a range of linear and quaternary alkylammonium 

cations which have been shown to improve radionuclide sequestration performance. 

MD simulation with CLAYFF and GAFF2 potentials showed good agreement with 

experimentally measured interlayer spacing results supporting the methodology as an 

effective computational tool for characterization. The interlayer regions tended to 

increase in density with increasing alkylammonium concentration despite also 

increasing the interlayer spacing. This suggests that the orientation of alkylammoniums 

tends to become more close packed as additional molecules are added instead of 

forcing a delamination of the clay sheet. Orientation angle measurements of carbon 

chains relative to the basal plane of the clay sheet indicated that alkylammonium 

molecules tend to prefer to lay parallel to the clay surface in flay outstretched 

configuration at low concentrations. As concentration is increased, the alkylammoniums 
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deviate from their parallel configuration and begin to tilt some or all of their long carbon 

chains to accommodate neighboring molecules. Distributions of central N positions 

suggest that the N side always tends to favor a position closer to the basal plane than 

the center of the interlayer. Furthermore, depending on size, alkylammonium molecules 

tend to favor monolayer configurations at low concentration and gradually switch to 

distinct bilayer and ultimately pseudo-trilayer at the highest concentrations. This 

evolution of layering and orientation is consistent with experimental measurements. 

 In Chapter 7, a high-throughput scan of Li-HEO compositions is conducted with 

DFT to validate a CHGNet model capable of efficiently searching the entire 

compositional space for compositions which are likely to favor full structural disorder. 

DFT calculations show that compositions of all Li fractions tend to favor {111} type 

ordering. The influence of compositional entropy is less clear although in Li1.25 samples 

the N=2 and N=3 samples tend to favor disorder with the highest likelihood which gives 

some support to the theory that compositional entropy is stabilizing disorder. Using 

CHGNet to scan a broader compositional range proved to be an effective way to identify 

compositions that are likely to favor disorder. The model identified 12 novel 

compositions which are strongly predicted to favor disorder over {111} type ordering. A 

follow up DFT calculation of one of the 12 affirmed that disorder is in fact favored. This 

exciting finding motivates further screening and DFT validation with the ultimate goal of 

confirmation via experimental synthesis and cycle testing. 

 While the work described in this dissertation provides a number of valuable and 

actionable conclusions, it also reveals opportunities for continued research. The 

discussion of high temperature corrosion presented in Chapters 3 and 4 offer a 
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compelling starting point for the construction of a comprehensive mechanistic model of 

corrosion in 21-2N alloy, however, further simulation work which includes the 

contribution of phonons to the formation and migration energy of each defect species 

could be incorporated to better account for the environmental conditions in which the 

physical phenomenon actually occurs. Additionally, as was specifically highlighted in 

Chapter 4, the migration of oxygen through the outermost Mn3O4 oxide layer has yet to 

be characterized in the literature. Inclusion of this migration energy would serve to 

improve the fidelity of any hierarchical model attempting to predict the evolution of oxide 

formation at the onset and in later stages. While significant advancements are still 

possible through simulation alone, this project would benefit from further experimental 

characterization as well. Most relevant to this work, a prolonged exposure of the oxide 

film on 21-2N could be conducted out to 3000 hours or longer to determine how the 

relative layer thickness continues to evolve once total thickness has stabilized. Such an 

experiment would help to validate the simulation-based mechanism predictions and 

address the long-term stability of the outer Mn3O4 layer which appears to be shrinking in 

relation to the remaining Cr2O3 and MnCr2O4 layers. 

 The work on functionalized clay buffer materials presented in Chapters 5 and 6 

would also benefit from further investigation. Perhaps most interesting from a simulation 

perspective would be the incorporation of complex pertechnetate and iodate ions into 

the alkylammonium saturated interlayers presented in Chapter 6. Such a simulation was 

excluded from this work due to the lack of a high-quality empirical potential for the ions. 

In future study though, it would be valuable to identify how the ions tend to orient 

themselves in the interlayer and also measure their diffusivity within the interlayer at 
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different alkylammonium concentrations. Experiments could also be conducted in 

tandem which measure the concentration of alkylammonium required (across different 

chain lengths and branching structure) to achieve sufficient radionuclide sequestration 

in order to optimize the synthesis process and reduce the required inputs as the 

process is scaled up.  

 Advancements to Li-ion battery performance presented in Chapter 7 offer the 

broadest range of continued work. For work that is strictly computational, there remains 

a vast unsearched compositional space for TMs beyond Mo which was the limit in this 

study. Furthermore, only pairs of charge compensating TMs were considered. To fully 

embrace the HE design philosophy, three or more TM components could be included to 

explore possible improvements in disorder favorability. Most applicable to the findings of 

Chapter 7, an experimental synthesis and charge cycling test of the ab-initio validated 

Li1.25Mn0.375Fe0.0625Nb0.3125O2 composition would close the materials discovery loop and 

affirm the proposed screening methodology. Experimental evidence supporting the 

CHGNet predictions would advance Li-ion battery capacity and improve confidence in 

regards to the applicability of ML methods to real materials systems.  
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