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Copper hexacyanoferrate (Cu-HCF), a Prussian blue analog, has the ability to incorporate 

Cs+ ions into its structure; it is thus a candidate to selectively extract radioactive Cs+ from water 

and to sequester it. We use density functional theory calculations to probe the incorporation of 

Cs+, K+, and Na+ ions into non-hydrated Cu-HCF. Specifically, we determine their incorporation 

energies, energies for the exchange of alkali ions, lattice stabilities, and the strengths of the 

bonds between the transition metal and CN ligand. We find that all of these are more favorable 

for Cs+ than for either Na+ or K+. In addition, we analyze the electronic structure to explain the 

favorability of Cs+ incorporation. Cu-HCF is found to switch from a ferromagnetic structure to 

an antiferromagnetic structure as the number of incorporated alkali ions increases.  

Hydrated Cu-HCF is also studied. The distribution of zeolitic water molecules (water 

does not coordinate to any lattice atoms) and coordinated water molecules (water coordinated 

with lattice Copper) is given by this research. The impact of water molecules on alkali ions 

incorporation energy and exchange energy are also studied. From this part of research, we 

determine the maximum number of water molecules is 18. Zeolitic water will first form. When 

zeolitic water fills the center of the framework, coordinated water starts to form. In addition, the 
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binding between water and copper ions are weak and similar to the bond strength between water-

water binding. Energetic calculation indicates that water molecules lower down the alkali ion 

incorporation energy but make Cs-Alkali exchange energy higher. 

Perovskite materials are good candidates for solar thermochemical water splitting to 

produce hydrogen gas. Based on the orthorhombic LaMnO3 supercell, we substitute Li Na K Rb 

Mg Ca Sr Ba on the A-sites (La sites) and Al Ga in Mg Zn on the B-sites (Mn sites) at a 

concentration of 37.5%. The following criteria are applied to select candidates from all 

substituted compositions. First, the range of temperature and oxygen partial pressure at which 

each composition is stable is predicted. For those compositions that are stable in relevant 

temperature and pressure ranges, the oxygen vacancy formation energies are determined for all 

of the oxygen vacancy site positions available in the computational supercell. Several candidate 

compositions are identified using these two filters and are tested by experiments which are found 

to be of interest. 

Pyrochlore compositions (A2B2O7) are also screened for water splitting applications. 

Based on pyrochlore primitive cells, 25% A-sites ions are substituted with Li Na K Rb Mg Ca Sr 

Ba or In. The same to LaMnO3 study, the same criteria are applied. several pyrochlore candidates 

for water splitting application are identified. 
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CHAPTER 1 

INTRODUCTION 

1.1 Background and Motivation of Problems 

1.1.1 Energy Issues Around the World 

Fossil fuel resources, including natural gas, oil has been utilized by human beings for 

more than 100 years and coal (both hard and brown coals), have been utilized for centuries. 

However, these unsustainable energy resources are incapable of indefinitely meeting the energy 

demands of our planet. On the one hand, at current production levels, documented reserves of 

oil, natural gas, and coal will be sufficient for 51, 53, and 153 years of operation, respectively. [1] 

On the other hand, traditional energy sources have a significant impact on our environment. The 

extraction, processing, and combustion of fossil fuels, such as coal, oil, and natural gas, result in 

various environmental consequences: 

1. Air Pollution: Burning fossil fuels releases pollutants into the atmosphere, including 

greenhouse gases (such as carbon dioxide and methane) and particulate matter. These emissions 

contribute to air pollution, smog formation, and respiratory problems. 

2. Climate Change: Fossil fuel combustion is a major contributor to the increase in greenhouse 

gas concentrations in the atmosphere. The release of carbon dioxide and other greenhouse gases 

traps heat, leading to global warming and climate change. This phenomenon has far-reaching 

consequences, including rising sea levels, extreme weather events, and disruptions to 

ecosystems. 

3. Water Pollution: Extracting and processing fossil fuels can lead to water pollution. Spills and 

leaks from oil and gas drilling, transportation, and storage can contaminate water sources, 

affecting aquatic ecosystems and posing risks to human health. 
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4. Land and Habitat Destruction: Mining coal and extracting oil and gas often require 

significant land disruption. This can result in habitat loss, deforestation, and the displacement of 

wildlife populations. Additionally, infrastructure development, such as pipelines and power 

plants, can fragment ecosystems and disrupt natural habitats. 

5 Waste Generation: Traditional energy sources produce waste throughout their life cycles. 

Coal ash, for example, contains toxic elements and needs proper management to prevent water 

contamination. Oil spills and leaks from pipelines can have devastating effects on ecosystems 

and marine life. 

Urgent efforts are required to foster the development of new green energy sources. In 

recent years, significant advancements have been made in various sustainable energy 

technologies. These include solar power, wind power, geothermal energy, wave energy, biofuels, 

hydrogen energy, and nuclear energy. Among these, nuclear energy and hydrogen energy stand 

out as particularly promising options. 

1.1.2 Nuclear Waste Management 

Nuclear power plants produce virtually no direct greenhouse gas emissions during their 

operation. They do not release carbon dioxide (CO2) or other air pollutants that contribute to 

climate change and air pollution, unlike fossil fuel-based power plants. Also, nuclear power 

plants produce negligible quantities of waste compared to other energy sources. [2] However, 

they produce high-level nuclear waste that has several undesirable characteristics and 

environmental risks. [2] Some of problematic elements are listed below: 

Strontium-90 (Sr-90): With a half-life of around 29 years, Sr-90 can accumulate in bones and 

teeth, posing potential health risks. 

Cesium-137 (Cs-137): Cs-137 has a half-life of around 30 years and emits highly penetrating 

gamma radiation. It can contaminate the environment and pose health risks if ingested or inhaled. 
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Iodine-129 (I-129): I-129 has a long half-life of around 15.7 million years and can 

potentially contaminate water sources, posing risks to human health due to its accumulation in 

the thyroid gland. 

Technetium-99 (Tc-99): Tc-99 has a half-life of around 210,000 years and poses 

challenges for waste management due to its long-lived nature. 

Plutonium-239 (Pu-239): Pu-239 is a fissile material and has a half-life of around 

24,000 years. 

Neptunium-237 (Np-237): Np-237 has a half-life of around 2.1 million years and is 

produced as a byproduct of uranium fuel irradiation. 

Americium-241 (Am-241): Am-241 is produced through the decay of plutonium-241 

and has a half-life of around 432 years. It emits alpha particles and poses radiological hazards. 

Figure 1-1 [3] shows the activity of high-level waste from one tonne of used nuclear fuel. 

 
 

Figure 1-1. Activity of high-level waste from one tonne of used nuclear fuel [3] 

 

We can see from Figure 1-1 that It takes a few thousand years for a ton of fuel to be no 

more radioactive than a ton of uranium ore. Among the fission products of uranium, cesium 



 

19 

isotopes are among the most abundant. The gamma emitters 137Cs, with half-lives of 30 years, 

are the most prevalent. [4–6] On March 11th, 2011, a catastrophic tsunami hit the Fukushima 

nuclear power plant, resulting in the release of a significant amount of contaminated water 

containing radioactive cesium-137 (137Cs). The extraction of cesium has since become a pressing 

concern. [7] We focus on radioactive Cs which is one of the most problematic elements of the 

nuclear cycle. Initially, nuclear waste is often stored in on-site or centralized interim storage 

facilities. These facilities provide a secure location until a final disposal solution is implemented. 

Interim storage ensures that waste is kept in controlled environments, preventing potential 

environmental contamination. Methods and materials are required to prevent Cs from 

contaminating water environments prior to storage. Experiment has shown that copper 

hexacyanoferrate (Cu-HCF) can effectively sequester radioactive Cs. [8,9] However, the 

thermodynamics of this process remain unclear. Therefore, this study aims to provide insights by 

calculating the Cs+-alkali ion exchange energy, Cs+ incorporation energy, Cu-HCF lattice 

distortion, bond strength, and electronic structure of Cu-HCF both before and after Cs+ 

incorporation. These calculations will help explain why Cs+ sequestration is favored by Cu-HCF. 

1.1.3 New Materials for Water Splitting Application 

Hydrogen energy has indeed emerged as an important energy source for human beings. 

Compared to other fossil energy sources, the combustion of hydrogen gas has a significant 

advantage: it only produces water vapor (H2O) as a byproduct. This emission of water vapor 

instead of greenhouse gases contributes to mitigating global warming and reducing the carbon 

footprint associated with energy production. However, one of the challenges associated with 

hydrogen as an energy source is that it is not readily available as a primary source. Instead, it 

needs to be produced using energy from another source and transported for future use. While 

hydrogen is the third most abundant element in the Earth, it is typically found in compound form, 
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requiring extraction from other substances through processes such as heating or electrolysis, 

which often involve the use of electricity and heating. This additional step in the production and 

distribution of hydrogen adds complexity to its implementation as an energy source. Currently, 

significant amounts of hydrogen are produced from fossil fuels through processes like steam 

reforming of natural gas and partial oxidation of coal or heavy hydrocarbons [10]. In the short and 

medium term, these methods are the most cost-effective and reliable for meeting the demands of 

large-scale hydrogen production. However, it is clear that relying solely on these methods for 

hydrogen production are unsustainable in the long run. Therefore, alternative and more 

sustainable methods need to be developed to ensure efficient production of hydrogen. Water 

splitting is one method that may be able to achieve sustainable hydrogen production. There are 

various approaches to water splitting depending on the energy sources used in the process: 

Electrolysis water splitting: This method uses electricity to split water molecules into hydrogen 

and oxygen. It can utilize renewable energy sources such as solar or wind power, making it a 

sustainable option for hydrogen production. Electrolysis can be scaled up or down to meet 

varying demand for hydrogen, making it suitable for both small-scale and large-scale 

applications. It offers flexibility in terms of production capacity and can be deployed in diverse 

locations. Also, electrolysis can be used as a form of energy storage, converting excess 

electricity generated from intermittent renewable sources into hydrogen. The stored hydrogen 

can later be used to generate electricity or provide energy in times of high demand. Lastly, 

electrolysis can produce high-purity hydrogen, suitable for various applications, including fuel 

cells and industrial processes. However, electrolysis has a number of limitations.  First, 

electrolysis has relatively low energy efficiency compared to other hydrogen production 

methods; the conversion of electricity into hydrogen involves energy losses during the 
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electrolysis process. Second, he cost of electrolysis equipment and infrastructure can be high, 

especially for large-scale production. Third, the scalability of electrolysis systems is currently 

limited, and the production rate may not match the demands of certain high-volume 

applications. 

Photoelectrochemical Water Splitting (PEC): PEC water splitting utilizes sunlight as the 

energy source, making it a sustainable and renewable method for hydrogen production. It can 

harness solar energy, which is abundant and widely available. It enables direct conversion of 

solar energy into hydrogen fuel without the need for external electricity. This eliminates the 

need for additional energy inputs, reducing overall energy requirements. PEC systems can be 

scaled up to meet varying hydrogen demands, making them suitable for both small-scale and 

large-scale applications. The scalability of PEC technology allows for flexible deployment in 

different settings. However, there are also disadvantages for this methodology. First, current 

PEC systems face challenges in achieving high energy conversion efficiencies. Factors such as 

the efficiency of light absorption, charge separation, and catalytic reactions can limit the overall 

efficiency of the process. Second, PEC devices require specialized materials, such as 

semiconductors or photoactive materials, which can be costly and challenging to manufacture. 

The development of efficient and stable materials for PEC applications remains an area of 

active research. Third, PEC water splitting systems involve multiple components, including 

light absorbers, catalysts, and membranes. The integration and optimization of these 

components can be complex, leading to higher system complexity and potential maintenance 

challenges. Fourth, PEC systems often faces issues related to durability and stability, 

particularly concerning the materials used and the corrosion of components. Long-term stability 

and durability of PEC devices need to be addressed for commercial viability. Finally, PEC 
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water splitting technology can be expensive, mainly due to the specialized materials and 

manufacturing processes involved. Cost reduction efforts and advancements in materials and 

manufacturing techniques are necessary to make PEC systems more economically competitive. 

Thermochemical Water Splitting: This method utilizes heat from sources like nuclear reactors 

or concentrated solar power to drive chemical reactions that separate water into hydrogen and 

oxygen. It has the potential for high energy conversion efficiency, especially when coupled 

with high-temperature heat sources such as concentrated solar power or nuclear reactors. This 

can result in effective utilization of input energy. TWS can operate continuously, unlike some 

other hydrogen production methods that rely on intermittent energy sources. This continuous 

operation allows for consistent hydrogen production to meet demand. It can be compatible with 

various fuels, including fossil fuels or biomass, depending on the specific thermochemical cycle 

employed. This flexibility allows for the utilization of different feedstocks for hydrogen 

production. However, it too has disadvantages. First, thermochemical water splitting involves 

complex chemical reactions and multiple process steps, which can increase system complexity. 

This complexity can lead to challenges in system design, integration, and operation. Second, it 

requires high operating temperatures, which can lead to increased material requirements and 

corrosion issues. Materials capable of withstanding high temperatures and corrosive 

environments need to be carefully selected and maintained. Third, thermochemical water 

splitting is still in the research and development phase, and commercial-scale implementations 

are relatively limited. Scaling up and commercializing thermochemical processes requires 

further technological advancements and cost reductions.  

In this work, we focus on thermochemical water splitting. The most used methodology is 

two-step solar thermochemical hydrogen (STCH) water splitting. It can be divided into thermal 
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reduction steps and oxidation steps. As is shown in Figure 1-2 (CeO2 is shown here as an 

example) [11], during the reduction process, the material undergoes a reduction reaction, leading 

to the formation of oxygen vacancies within the material structure. This reduction results in the 

release of oxygen gas. Conversely, in the oxidation process, the defective material reacts with 

water molecules, initiating an oxidation reaction that generates hydrogen gas. Equation 1-1 and 

1-2 shows the reduction and oxidation process respectively. 

 
 

Figure 1-2. Two-step thermal water splitting. 

 

𝐶𝑒𝑂2 → 𝐶𝑒𝑂2−𝛿𝑟𝑒𝑑
+

𝛿𝑟𝑒𝑑

2
𝑂2                                                                                                      (1-1) 

𝐶𝑒𝑂2−𝛿𝑟𝑒𝑑
+ 𝛿𝑟𝑒𝑑𝐻2𝑂 → 𝐶𝑒𝑂2 + 𝛿𝑟𝑒𝑑𝐻2                                                                                  (1-2) 

𝛿𝑟𝑒𝑑 is the number of oxygen vacancies generated in the thermal reduction process. 

 

Traditionally, CeO2 is used in this process.[11] However, it requires very high reduction 

temperature, up to 2000 K.[12] Doped perovskite materials have been demonstrated to enhance 
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the efficiency of hydrogen production in thermal water splitting processes. [12–15]. Additionally, 

other materials, such as pyrochlore materials, may also be potential candidates for STCH water 

splitting. In this study, drawing inspiration from doped perovskite materials La0.6Sr0.4MnO3 

reported by Scheffe et al. [12], we investigate the suitability of doped LaMnO3 and pyrochlore 

compositions for water splitting applications. The analysis includes examining the formation 

energy of oxygen vacancies and evaluating the stability of these doped compositions to identify 

suitable candidates. 

1.2 Computational Materials Science 

High-performance computing (HPC) has significantly contributed to the advancement of 

science and technology. Its impact can be observed in various areas. Computational materials 

science is one of the most rapidly developing and exciting fields in materials science, made 

possible by the revolutionary advances that have been made in computer processing speed and 

memory capacity. This emerging field has far-reaching implications and the potential to 

revolutionize virtually every aspect of materials science and engineering. It provides a 

framework for understanding the detailed role of individual aspects, such as composition, surface 

structure and chemistry, microstructure, nature of defects and their distribution in materials 

synthesis, processing and properties. Different levels of simulation can be applied to address the 

issues outlined in Figure 1-3. [16] The foundational level is Ab initio modeling, which relies on 

quantum mechanics. This method operates within length scales of 0.1-10 nm and time scales of 

0.1-100 ps. Moving up, we have atomistic scale simulations, which encompass Monte Carlo 

(MC) and molecular dynamics (MD) methods. These simulations operate within length scales of 

1-1000 nm and time scales of 1 ps-10 ns. The subsequent simulation scale is mesoscale 

methodology, encompassing techniques like phase-field methods and dislocation dynamics. This 

level operates within length scales of 10 nm–10 μm and time scales of 1 ns–100 ns. We will 
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apply density functional theory (DFT),  one of the most widely used techniques within ab initio 

modeling  for all the simulations from Chapter 3 to Chapter 6. 

 
 

Figure 1-3. Different simulation scales. [16] 
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CHAPTER 2 

SIMULATION METHODOLOGY 

2.1 Density Functional Theory (DFT) 

Finding the ground state of a set of atoms is the primary objective when tackling the 

many-particle problem in solids. In principle, the Schrödinger equation can be employed to solve 

this problem, considering both the physical structure and electronic structure of the system. The 

physical structure of a solid refers to its arrangement of atoms in space. It encompasses factors 

such as crystal symmetry, lattice parameters, and the positions of individual atoms within the 

crystal lattice. The physical structure plays a vital role in determining the solid's macroscopic 

properties, including its mechanical, thermal, and optical characteristics. Understanding the 

physical structure is essential for analyzing how atoms interact with one another in a solid and 

how these interactions influence its overall behavior. On the other hand, the electronic structure 

of a solid concerns the arrangement and behavior of electrons within the solid. This includes the 

distribution of electrons among energy levels or bands and their corresponding momentum 

states. The electronic structure heavily influences the solid's electrical, magnetic, and optical 

properties. To determine the electronic structure, one must consider quantum mechanical 

principles and solve the Schrödinger equation for the many-electron system. The wave function 

is written below:  

�̂�𝜑({𝑟𝑖}, {𝑅𝐼}) = 𝐸𝜑({𝑟𝑖}, {𝑅𝐼})                                                                                                 (2-1) 

�̂� = �̂� + �̂�                                                                                                                                   (2-2) 

�̂�= −
ℏ

2𝑚
∑ 𝛻𝑖

2𝑁
𝑖=1                                                                                                                          (2-3)             

�̂� =
𝑞𝑖𝑞𝑗

|𝑟𝑖⃗⃗⃗  −𝑟𝑗⃗⃗  ⃗|
                                                                                                                                     (2-4) 

{𝑟𝑖} is the coordinate of the electron i and {𝑅𝐼} is the nuclei positions. �̂� is the 
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Hamiltonian operator and it consists of kinetic energy operator �̂� and Columbic energy operator 

�̂� which is obtained from the Columbic interaction between two charged particles. 𝑚 is the 

electron mass, ℏ  is Planck constant. The Schrodinger equation can only be solved exactly for a 

very few problems; in particular, it cannot be solved for systems of more than two particles. 

Thus, for real materials systems, which contain many nuclei and electrons, approximations are 

required. The masses of the nuclei are much larger than the electrons so the dynamics of atomic 

nuclei and electrons can be separated to slow (nuclei) and fast (electron). Based on that, the 

wavefunction can be decoupled into the wavefunctions of the nuclei N and the electrons e:  

𝜑({𝑟𝑖}, {𝑅𝐼}) → 𝜑𝑁({𝑅𝐼}) ∗  𝜑𝑒({𝑟𝑖0})                                                                                        (2-4) 

This is called the Born-Oppenheimer approximation. From this approximation, we can fix the 

atomic nuclei and the key problem is to solve the ground state of the electrons by solving the 

Schrodinger equation for electrons: 

�̂�𝜑(𝑟1, 𝑟2, 𝑟3…𝑟𝑁) = 𝐸𝜑(𝑟1, 𝑟2, 𝑟3…𝑟𝑁)                                                                                        (2-5) 

The Hamiltonian operator consists of three terms: the kinetic energy of the electron (first term), 

the potential energy for the interaction with another electron (second term) and the potential 

energy from electron-nuclei interaction (third term):  

�̂� = −
ℎ2

2𝑚𝑒
∑ ∇𝑖

2𝑁𝑒
𝑖 + ∑ 𝑉𝑒𝑥𝑡(𝑟𝑖)

𝑁𝑒
𝑖 + ∑ ∑ 𝑈𝑗>1

𝑁𝑒
𝑖=1 (𝑟𝑖, 𝑟𝑗)                                                           (2-6) 

Although the Born-Oppenheimer approximation fixes the nuclei, the system is still large. 

For example, a simple CO2 molecule will have 22 electrons (6 from C, 8 from each O) and each 

electron`s position has three spatial coordinates; the final Schrodinger equation is thus a 66-

dimensional problem. We can do some approximation to simplify this problem as follows; first 

define the electron density n(r) to convert the 3N dimension problem to a 3-dimensional 

problem:  
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𝑛(𝑟) = 𝜑∗(𝑟1, 𝑟2, 𝑟3…𝑟𝑁)𝜑(𝑟1, 𝑟2, 𝑟3…𝑟𝑁)                                                                                     (2-7) 

Then, treat a single electron as a point charge in the field of all the other electrons to simplify the 

many-electron problem to a many-single electron problem 

𝜑(𝑟1, 𝑟2, 𝑟3…𝑟𝑁) = 𝜑1(𝑟1) ∗ 𝜑2(𝑟2) ∗ 𝜑3(𝑟3) ∗ … ∗ 𝜑𝑁(𝑟𝑁)                                                        (2-8) 

The electron density can be defined in terms of individual wavefunctions: 

𝑛(𝑟) = 2∑ 𝜑𝑖
∗(𝑟) ∗ 𝜑𝑖(𝑟)𝑖                                                                                                           (2-9) 

According to the Hohenberg-Kohn theorem [17], the ground state energy E is a unique function of 

the electron density: 

𝐸 = 𝐸[𝑛(𝑟)]                                                                                                                              (2-10) 

And the electron density that minimizes the energy of the function is the true ground state electron 

density: 

𝐸[𝑛(𝑟)] > 𝐸0[𝑛0(𝑟)]                                                                                                                 (2-11) 

Based on the above theorems, the energy functional can be written as: 

𝐸[𝑛(𝑟)] = 𝑇0[𝑛(𝑟)] + 𝐸𝑐[𝑛(𝑟)] + 𝐸𝑒𝑥𝑡[𝑛(𝑟)] + 𝐸𝑥𝑐𝑛(𝑟)                                                       (2-12) 

𝑇0[𝑛(𝑟)] is the kinetic energy term, 𝐸𝑐[𝑛(𝑟)] is the Coulombic energy term due to mutual 

electron Coulombic interaction, 𝐸𝑒𝑥𝑡[𝑛(𝑟)] is the energy term of ionic interactions between 

electrons and nuclei and 𝐸𝑥𝑐𝑛(𝑟) is the many body exchange-correlation energy term. The first 

three terms can be computed exactly. However, the 𝐸𝑥𝑐𝑛(𝑟) term can only be approximated. In 

DFT, the hierarchy of functionals refers to the different levels or approximations used to describe 

the exchange-correlation energy, a key component of the total energy of a system. The exchange-

correlation energy accounts for the quantum-mechanical effects arising from the interactions 

between electrons. The hierarchy of functionals can be categorized into different levels of 

sophistication and accuracy. At the lowest level, we have the local density approximation (LDA), 
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which assumes that the exchange-correlation energy depends only on the local electron density at 

each point in space. The LDA provides a simple and computationally efficient approximation but 

may not accurately capture the spatial variations in the electron density. Moving up the hierarchy, 

we have the generalized gradient approximation (GGA). The GGA takes into account not only 

the local electron density but also its spatial gradient, leading to improved accuracy in describing 

systems with varying electron densities. GGAs provide a more accurate description of molecular 

systems and bulk properties than the LDA. Beyond GGAs, there are higher-level approximations 

known as meta-GGAs, hybrid functionals, and range-separated functionals. Meta-GGAs go 

beyond the local electron density and its gradient, incorporating additional information such as 

the kinetic energy density or Laplacian of the density. Hybrid functionals combine a fraction of 

exact exchange (derived from Hartree-Fock theory, a wave function based method) with a GGA 

or meta-GGA, providing better accuracy for a wide range of systems. Range-separated 

functionals split the exchange-correlation energy into short-range and long-range components, 

treating them separately and improving the description of different types of interactions. Each 

level of the hierarchy offers a trade-off between accuracy and computational cost. Higher-level 

functionals tend to provide better accuracy but are computationally more demanding. Therefore, 

the choice of functional depends on the specific system being studied and the computational 

resources available. The DFT method with GGA-PBE (Perdew-Burke-Ernzerhof)  level is used 

in all the simulations from Chapter 3 to Chapter 6. Vienna ab initio Simulation Package (VASP) 

is applied. [18,19] 

2.2 Fitted Elemental-Phase Reference Energies (FERE) Method 

Despite the considerable success of theoretical approaches based on density functional 

theory in describing the properties of solid compounds, accurately predicting the enthalpy of 

formation for insulating and semiconducting solids continues to be a challenging task. [20,21] This 
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difficulty primarily stems from the incomplete error cancellation that occurs when calculating the 

total energy differences between the compound's total energy and the total energies of its 

elemental constituents.[22] The concept of FERE method is to increase that error cancellation to 

get more accurate enthalpy of formation value than the traditional method. To use the FERE 

method, we should firstly fit the FERE chemical potentials for the elemental constituents.  The 

FERE chemical potentials are obtained by Equation 2-13 which is by solving the linear least-

squares problem. 

∆𝐻𝑓
𝑒𝑥𝑝(𝐴𝑛1

𝐵𝑛2
…) = 𝐸𝑡𝑜𝑡𝑎𝑙

𝐺𝐺𝐴+𝑈 (𝐴𝑛1
𝐵𝑛2

…)-∑ 𝑛𝑖𝜇𝑖
𝐹𝐸𝑅𝐸

𝑖                                                           (2-13) 

∆𝐻𝑓
𝑒𝑥𝑝(𝐴𝑛1

𝐵𝑛2
… ) is the experimental enthalpy of formation. For the elemental-phase 

energies 𝜇𝑖
𝐹𝐸𝑅𝐸 that optimally cancel total-energy errors with the compound energies 𝐸𝑡𝑜𝑡𝑎𝑙

𝐺𝐺𝐴+𝑈, 

which are computed using the experimental crystal structures with GGA+U optimized lattice 

vectors and atomic positions. The U-J values are 3 eV for all the transition metals except for Cu 

and Ag which have U-J=5 eV. The FERE energies can be expressed as an energy shift 𝛿𝜇𝑖
𝐹𝐸𝑅𝐸  

compared to DFT calculated elemental total energies 𝜇𝑖
𝐺𝐺𝐴+𝑈 as it is shown in Equation 2-14: 

𝜇𝑖
𝐹𝐸𝑅𝐸 = 𝜇𝑖

𝐺𝐺𝐴+𝑈 + 𝛿𝜇𝑖
𝐹𝐸𝑅𝐸                                                                                                     (2-14) 

Then, the enthalpy of formation of a compound 𝐴𝑛1
𝐵𝑛2

… can be calculated by FERE method as 

it is shown in Equation 2-15: 

∆𝐻𝑓
𝐹𝐸𝑅𝐸(𝐴𝑛1

𝐵𝑛2
…) = ∆𝐻𝑓

𝐺𝐺𝐴+𝑈 (𝐴𝑛1
𝐵𝑛2

…)-∑ 𝑛𝑖𝛿𝜇𝑖
𝐹𝐸𝑅𝐸

𝑖                                                  (2-15) 

From Equation 2-15 we can know that 𝛿𝜇𝑖
𝐹𝐸𝑅𝐸 is not expected to improve the accuracy of 

absolute total energies for the elemental phases. It optimizes the systematic error cancellation 

with the total energies of the compounds. The FERE method is used for stability analysis in 

Chapter 5 and Chapter 6.  
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2.3 PYLADA DEFECT  

PYLADA DEFECT is a PYTHON based DFT calculation package to perform defects 

formation energy calculation in target materials, the workflow can be shown in Figure 2-1[23]: 

Figure 2-1 (a) shows the workflow to perform defect calculations, and Figure 2-1 (b) shows the 

Voronoi tessellation-based algorithm to find interstitial sites in a given structure (example 

shown: ZnO) 

 
 

Figure. 2-1 Workflow of PYLADA DEFECT.[23] 

 

The vacancy formation energy calculations involve several steps in the PYLADA 

DEFECT package. Firstly, a volume relaxation is performed on the target structures. 

Subsequently, supercells are generated based on the relaxed target structures. These supercells 

are used to identify different vacancy sites, taking into account the structural symmetry. Once the 

vacancy sites are identified, vacancies are created at those specific sites. To ensure accurate 

representation of non-symmetric defect configurations, the first nearest-neighbor atoms to the 
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vacancy are randomly displaced by 0.1Å. This displacement breaks the underlying site 

symmetry, effectively capturing the non-symmetric nature of the defects. The PYLADA 

DEFECT package is employed for calculating the formation energy of oxygen vacancies. This 

methodology is utilized in both Chapter 5 and Chapter 6 of the research work. 
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CHAPTER 3 

 INCORPORATION OF RADIOACTIVE CESIUM INTO COPPER HEXACYANOFERRATE 

BY DENSITY FUNCTIONAL THEORY CALCULATIONS 

3.1 Background 

Sequestering Cs isotopes is a significant challenge, particularly because Cs is an alkali 

metal like Na, and thus often water soluble. Hierarchical materials have recently gained attention 

as potential waste forms. Figure 3-1 shows the different types of hierarchical structures. [24] A 

hierarchical structure can be defined as a material that encompasses structural motifs at different 

length scales, which collectively contribute to the formation of a larger and cohesive structure or 

framework. This definition highlights the practicality and simplicity of understanding 

hierarchical structures.[25] As one of the hierarchical materials, metal hexacyanoferrates (Metal-

HCFs), of which the best known is Prussian Blue, have been shown to be effective Cs+ sorbents. 

[26–30] These Prussian Blue Analogs (PBAs) have a crystalline structure with well-defined 

nanopores, which can selectively trap Cs ions, even in the presence of high c of concentrations of 

competing ions. [7] Among all the PBAs, Cu-HCF is a particularly promising candidate due to its 

high selectivity towards Cs+. [31–36] 

 
Figure 3-1. The classifications of hierarchy in materials and the representative natural and 

synthetic materials. [24] 

 
 The work described in this chapter has been published in Wang, X.; Pandey, S.; Fullarton, M.; Phillpot, S. R. Study 

of Incorporating Cesium into Copper Hexacyanoferrate by Density Functional Theory Calculations. The Journal of 

Physical Chemistry C 2021, 125 (43), 24273–24283. https://doi.org/10.1021/acs.jpcc.1c08702. 

 

https://doi.org/10.1021/acs.jpcc.1c08702
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In this chapter, we use density functional theory calculations to characterize the lattice 

distortion, incorporation energy, ion exchange energy and electronic structure of perfect and 

defected Cu-HCF when Cs+, Na+, and K+, are inserted into the structure. The results indicate that 

the incorporation of Cs+ is energetically favored over the incorporation of Na+ or K+. The 

reasons for this preference are identified. This energy preference opens the possibility of utilizing 

ion exchange processes to effectively sequester Cs+ in Cu-HCF. 

3.2 Structures and Computational Setups 

3.2.1 Structure of Copper Hexacyanoferrate 

Copper hexacyanoferrate, CuFe(CN)6, has an FCC structure with a space group of 

𝐹𝑚3̅𝑚. The conventional unit cell shown in Fig. 3-2 left contains four formula units, with the 

Cu atom (blue) at (0,0,0) and an Fe atom (brown) at (0,0,1/2). A CN ligand lies between them, 

with the Cu coordinating with the N side and the Fe coordinating with the C side. While Fe(III) 

does not have any electrons in eg orbitals, Cu(II) does have electrons in eg orbitals when they 

form the Cu-HCF framework. This means that the Fe coordinates with C in this structure are in a 

strong crystal field with a low spin state (LS) [37]. In contrast, the Cu coordinates with N in a 

weak crystal field with a high spin state (HS). The left side of the Figure 3-2 shows the perfect 

structure of Cu-HCF and the right side shows the defected structure. Blue: copper, brown: iron; 

white: nitrogen; black: carbon. 

 
 

Figure 3-2. Cu-HCF conventional unit cell  of perfect structure and defected structure  
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Cu-HCF is commonly synthesized with a defected structure in which an iron cyanide, 

Fe(CN)6, vacancy is present at the center of the unit cell, as depicted in the right image of Fig 3-2 

[38–40]. Alkali ions can be incorporated into both the ideal and defected structures. As multivalent 

transition metals, the oxidation states of Cu and Fe can change as various numbers of alkali ions 

are incorporated. 

Neither the perfect nor defected structures of Cu-HCF is charge-neutral, even if Fe and 

Cu ions are in their highest oxidation state: +3 and +2, respectively. When alkali atoms are added 

to the structure, the valence of Cu and Fe ions changes to maintain a charge-neutral environment. 

Tables 1-1 illustrate the oxidation states of Fe and Cu as well as the overall charge of the 

structure as the number of alkali ions increases from 0 to 8 in both the perfect (upper) and 

defected (lower) structures. Magnetic moment analysis supports these oxidation state 

assignments. 

Table 3-1. Oxidation states (OS) of Cu and Fe ions and charge state of perfect Cu-HCF structure 

and defected Cu-HCF 

 

3.2.2 Density Functional Theory Calculations 

The lattice stabilities, alkali ion incorporating energies, alkali ion exchange energies and 

bond strengths are calculated using density functional theory (DFT) in the VASP [18,19] with 

projector augmented waves (PAW) pseudopotentials [41,42]. The electrons considered are Cu 
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3d104s1, Fe 3d64s2, C 2s22p2, N 2s22p3, Cs 5s25p6 6s1, K 3p64s1, and Na 3s1; that is 11, 8, 4, 5, 9, 7 

and 1 electrons respectively. The generalized gradient approximation (GGA) is chosen to 

approximate the exchange-correlation energy with the Perdew-Burke-Ernzerhoff (PBE) 

functional [43,44]. The GGA+U method is applied to deal with the localization of d-electrons in 

the transition metals. U-J values of 1 eV for Fe and 3 eV for Cu, are used, which, are the same as 

used by Targholi et al. [44]for the same chemical composition. The cutoff energy is set to be 500 

eV for all calculations. A 4 x 4 x 4 Monkhorst-Pack k-point mesh is used for structural relaxation 

and a 6 x 6 x 6 mesh for the density of states (DOS) calculations. [44] Spin polarizations are also 

applied to all of the calculations below. As mentioned above, for the empty Cu-HCF framework, 

neither the perfect nor defected structure is charge neutral even if Fe and Cu ions are in the 

highest oxidation state. However, Cu-HCF is a metal, as has been confirmed by previous 

calculations; [44] the appropriate treatment of such systems is well established and implemented 

in VASP by the addition of a compensating background charge so as to make the overall system 

charge neutral. 

3.2.3 Alkali Ion Incorporating Energy 

Efficient extraction of cesium from solution requires the incorporation process into Cu-

HCF to be thermodynamically favorable, while kinetic factors may also play a crucial role. The 

previous research shows the kinetic barrier for K diffusion in Cu-HCF structure is just 1.0 eV 

[44]. Therefore, we are not worried about kinetic favorability of alkali ions. We will focus on 

thermodynamic favorability calculations of alkali ions in perfect and defected Cu-HCF 

frameworks. In this context, we have determined the incorporation energy of Cs+ in Cu-HCF and 

examined the effects of concentration. Specifically, we incorporated 1, 2, 3, 4, and 8 Cs+ ions 

into a single Cu-HCF unit cell and calculated the incorporation energies, which are normalized to 

the value for one added atom.  
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The incorporation energy is: 

𝐸𝑖𝑛𝑐𝑜𝑟𝑝𝑜𝑟𝑎𝑡𝑖𝑜𝑛 = (
1

𝑁
) {𝐸𝑓(𝑁) − 𝐸0 −  𝑁𝐸𝑟𝑒𝑓(𝐴)}                                                                   (3-1) 

𝐸𝑓(𝑁) is the energy of structure after insertion of the N alkali ions, A=Cs+, K+ or Na+; 𝐸0 is 

the energy of Cu-HCF without any alkali atoms. The alkali atom(s) are inserted at 8c sites, as shown 

in Figure 3-3 (K+ :purple; Cs+: green);  

 
 

Figure 3-3. Ion exchange of K+ for Cs+ in the defected lattice.  

the structure and energy are then allowed to equilibrate. 𝐸𝑟𝑒𝑓 is the reference energy for the 

alkali atoms. The values for Cs+ ions are compared with the corresponding values for K+ and Na+ 

calculated in the same way. For the physically realistic scenario of the alkali atom being in a hydrated 

environment, the reference states of alkali ions will be the difference in the energy of a “droplet” of n 

water molecules containing an alkali ion and a water droplet without an alkali atom:  

𝐸𝑟𝑒𝑓(𝐴) = {[𝐴(𝐻2𝑂)𝑛]
+- E(𝑛𝐻2𝑂)}.                                                                                                  (3-2) 

For n=0, this would simply correspond to the energy of a single alkali ion in vacuum. Mähler 

and Persson showed that the number of nearest neighbor coordinating water molecules for Cs+ is in 

the range 6 to 9; K+ and Na+ are smaller ions, so have 4 to 6 and 4 to 8 nearest neighbor coordinating 

water molecules, respectively. [45] We calculate the n-dependence (number of water molecules) of 

the water-alkali binding energy as a function of the number of water molecules, n, for all three alkali 

ions, comparing our results with previous studies where available. This approach to construct ion-

water complex was used by Pandey et al. to study hydrated ions; [46] the details are provided in the 
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Section 3.3.2. Water may also be incorporated into the Cu-HCF structure to form a Cu-HCF-water 

hydrated structure. The effects of hydration is the subject of the Chapter 4. 

3.2.4 Alkali Ion Exchange Energy 

To determine the energetics of ion exchange in Cu-HCF, we analyze the change in 

energy when a K+ or Na+ ion in the 8c body center of the structure is replaced by Cs+. Figure 3-3 

depicts this process. The alkali atom that is not in the Cu-HCF is hydrated. The energy for 

exchanging N K+ or Na+ ions with N Cs+ ions is then calculated as: [46] 

𝐸𝑒𝑥𝑐ℎ𝑎𝑛𝑔𝑒(𝑁) = (𝐸𝐶𝑠(𝑁) − 𝐸𝐾/𝑁𝑎(𝑁)) − 𝑁(𝐸𝑟𝑒𝑓(𝐶𝑠) − 𝐸𝑟𝑒𝑓(𝐾/𝑁𝑎))                                             (3-3) 

𝐸𝐶𝑠(𝑁) is the energy of the lattice with N Cs+ ions; 𝐸𝐾/𝑁𝑎(𝑁) is the energy of the lattice with 

N K+ or Na+ ions; 𝐸𝑟𝑒𝑓(𝐶𝑠), 𝐸𝑟𝑒𝑓(𝐾) are the reference energies for Cs+ and K+ hydrated with n water 

molecules, respectively, as described above. The calculations are conducted for both perfect and 

defected structures of Cu-HCF. The ion exchange energy is calculated for 1, 4, and 8 Cs+ ions 

exchanging K+ or Na+, with the results normalized to the exchange of one ion. 

3.2.5 Lattice Distortion of Incorporated Cu-HCF 

The 8c sites of Cu-HCF have a radius of about 1.6 Å [47], which is larger than that of Na+ and 

K+ but very close to that of Cs+, as compared with the ionic radius of alkali ions [48]. In defected Cu-

HCF, a large number of Fe(CN)6 vacancies in the lattice create a region at the center of the unit cells 

with a diameter of ~5 Å (i.e., radius ~2.5 Å) [47]. This large open region tends to destabilize the 

framework and could even cause the entire structure to collapse during ion incorporation. We 

calculate the lattice parameters and unit cell angles in both perfect and defected structures with Na+, 

K+, and Cs+ ions inserted. As Na+ ions are small, we also consider their insertion into the smaller 

24d site, which lies at <0.25, 0.25, 0>. The number of alkali ions in the structure is set to 1, 2, 3, 4, 

and 8. 
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3.2.6 Bonding Strength 

To investigate the effect of Cs+ ions on bond strength in the Cu-HCF structure, charge 

density difference plots will be generated for both the perfect and defected structures. To generate the 

plot, the overall charge density of the structure is used to substrate the charge density of the constitute 

ions. We can read the charge density between different ions and know whether there is a charge 

accumulation or depletion between different ions. These plots will reveal changes in the charge 

density in the bonds between the transition metal ions and the cyanide ligand. An increase in charge 

density indicates stronger bonding. It is reasonable to expect that Cs+ ions, being another alkali metal, 

will have a similar effect on bond strength as K+ ions, which were previously found to increase 

orbital overlap between metal and cyanide groups in Cu-HCF [44]. 

3.2.7 Electronic Structures 

As the Cs+ sequestration process takes place, the electronic structure will undergo changes 

that reflect the alterations in bonding and magnetic properties. In order to investigate these changes, 

the density of states will be calculated for both the perfect and defected structures. Particular 

emphasis will be placed on analyzing alterations in the electronic structure and magnetic moment that 

arise as a result of the incorporation of alkali atoms. 

3.2.8 Alkali Ion Sites 

All the calculations presented above require alkali ions to be incorporated into the Cu-HCF 

structures. It is important to determine where they are located within the framework. For larger alkali 

ions, such as Cs and K, they are inserted into the 8c sites. For smaller Na ions, we follow Ling et al. 

[49] by also considering the 24d sites, which lie at (0.25, 0.25, 0). After careful calculations, we found 

that all three alkali ions occupy the 8c sites. The details will be discussed in Section 3.3.5. The Cu-

HCF unit cell contains eight 8c sites, meaning there are different possible arrangements for the 

incorporation of more than one alkali ion. We have determined the energetics of various 
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configurations, as discussed in the Section 3.3.5, and found that the incorporation energies are 

essentially independent of the relative positions of the alkali ions in the unit cell. 

3.3 Results and Discussions 

3.3.1 Preliminary Calculations 

The calculated lattice parameter of the perfect Cu-HCF framework is found to be 10.11Å, 

which is in agreement with the experimental value of 10.10Å [50]. Electronic structure calculations 

show that there is no band gap, indicating that Cu-HCF is a metal, consistent with previous 

calculations [51]. The enthalpy of formation ∆𝐻𝑓 for both the perfect and defected structures is 

calculated using the following equation: 

∆𝐻𝑓(𝐴𝑛1
𝐵𝑛2

…) = 𝐸𝑡𝑜𝑡𝑎𝑙
𝐺𝐺𝐴+𝑈(𝐴𝑛1

𝐵𝑛2
…) − ∑ 𝑛𝑖𝜇𝑖𝑖                     (3-4) 

𝐸𝑡𝑜𝑡𝑎𝑙
𝐺𝐺𝐴+𝑈(𝐴𝑛1

𝐵𝑛2
…)  is the total energy of a compound 𝐴𝑛1

𝐵𝑛2
…  given by DFT+U. 𝑛𝑖 is the 

elemental composition in the compound. 𝜇𝑖 is the chemical potential of the elemental phase in 

compound. We can get the 𝜇𝑖 value from the previous literature. [22] The calculation results give -

0.48 eV/atom for perfect Cu-HCF and -0.41 eV/atom for defected Cu-HCF. It indicates that the 

empty perfect structure is slightly energetically favorable than the empty defected structure. 

3.3.2 Hydration of Alkali Ions 

The alkali ions that are incorporated into Cu-HCF come from aqueous solutions. To 

capture this, in our simulation the alkali ions are surrounded by water molecules. As illustrated 

by Figure 3-4 upper, we add n water molecules (n =1 to 10) around the alkali ion and then do a 

full structural relaxation of this complex. The water-alkali binding energy which indicates the 

energy change during alkali ion hydration process is also calculated with the following equation: 

𝐸𝑏𝑖𝑛𝑑𝑖𝑛𝑔 = 𝐸𝐴+ + 𝑛𝐸𝐻2𝑂 − 𝐸[𝐴(𝐻2𝑂)𝑛]+                                     (3-5) 

𝐸𝐴+ is the energy of alkali ions, n𝐸𝐻2𝑂 is the total energy of water molecules in hydrated 

system and 𝐸[𝐴(𝐻2𝑂)𝑛]+ is the energy of water alkali ion complex. 
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Figure 3-4 lower left shows the binding energy increasing with the number of hydrated water 

molecules. This is clearer in Figure 3-4 lower right, which shows that the binding energy per water 

molecule becomes more negative up to 5 or 6 water molecules, after which it is essentially constant. 

This corresponds to the completion of the first hydration shell around the ion. These findings are in 

good agreement with the suggested number of coordinated water molecules in the previous study. [45] 

Next, we determine the binding energy of a droplet of n water molecules droplet, Ebinding(n), defined 

as: 

𝐸𝑏𝑖𝑛𝑑𝑖𝑛𝑔(𝑛) = 𝐸𝑑𝑟𝑜𝑝𝑙𝑒𝑡(𝑛) − n𝐸𝐻2𝑂                                                                                         (3-6) 

Where 𝐸𝑑𝑟𝑜𝑝𝑙𝑒𝑡(𝑛) is the energy of a water droplet contains n water molecules and n𝐸𝐻2𝑂 

is the total energy of n isolated water molecules. As Figure 3-5 shows, this energy difference, the 

binding energy of the droplet, increases approximately linearly with the increasing number of 

water molecules. The average normalized water-water binding energy is about 0.40 eV which is 

very close to experimental water vaporization enthalpy. (0.42 eV) [52] This binding between 

water molecules is also present in the alkali ion-water complex which accounts for its use in 

calculating the incorporation energy. 

      

 

Figure 3-4. Optimized [𝐴(𝐻2𝑂)𝑛]
+ complex, Water-alkali binding energy as a function of 

number of hydrated water molecules and binding energy per water molecule. 
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                                           (a)                                                                 (b) 

Figure 3-5.  Binding energy of water molecules in a droplet of n number of water molecules and 

binding energy of water normalized in one water molecule. 

 

3.3.3 Alkali Ion Incorporation Energy 

The Figure 3-6 shows the incorporation energies of Cs+, K+, and Na+ in both perfect and 

defected structures as a function of the number of water molecules in the droplet. Figure 3-6  (a) 

shows the incorporation energy of Na+, K+ and Cs+ in perfect structures; Figure 3-6 (b) shows the 

incorporation energy of Na+, K+ and Cs+ ions in the defected structures. The dotted lines are 

averages over n=3 to n=10. As previously mentioned, these results are for the high concentration 

limit, where the dimensions and shape of the Cu-HCF optimize to reach zero stress. 

Figures 3-6 (a) and (b) illustrate the incorporation energy of 1, 4, and 8 alkali ions into both 

perfect and defected Cu-HCF structures, as a function of the number of water molecules in the 

droplet used to extract the alkali ion. All values are negative, indicating that it is energetically 

favorable for the alkali ion to be incorporated into the Cu-HCF structure. The incorporation energies 

remain nearly constant for three or more water molecules, and the average incorporation energies are 

indicated by dashed lines. For the incorporation of a single alkali ion, K+ has the most favorable 

incorporation energy, while Na+ has the least favorable. However, the K+ incorporation energy is 

almost independent of the number of ions, whereas the incorporation energy for Na+ becomes less 
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negative and the incorporation energy for Cs+ becomes more negative as the number of ions 

increases. Therefore, for the incorporation of 4 and 8 ions, Cs+ is the most energetically favorable. 

The trend in the defected structure is similar to that of the perfect structure. In all cases, Cs+ is 

weakly favored over K+, which is in turn weakly favored over Na+. The favorable incorporation of 

Cs+ is likely due to the stronger bonding between the more electropositive Cs+ ions and the Cu-HCF 

structure, as well as the near-perfect fit of the Cs+ ions into the 8c sites. These factors will be 

explored in more detail below. 

 

(a) 

 

                                                                               (b) 

 

Figure 3-6. Incorporation energies of 1, 4 and 8 alkali ions as a function of the number of water 

molecules, n, hydrating water molecules in both perfect and defected structures.  

 

3.3.4 Alkali Ion Exchange Energy 

The exchange energy for replacing Na+ and K+ with Cs+ is computed using Equation 3-3 for 

1, 4, and 8 Cs+ ions, which is simply the difference between the energies for the various alkali ions 
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shown in Figure 3-7. Figure 3-7 (a) displays the ion exchange energy for Cs+ replacing K+ and Na+ 

in the perfect structure as a function of the number of water molecules in the droplet. Negative values 

indicate that it is energetically favorable to replace K+ or Na+ with Cs+. Both in the perfect and 

defected structures, the ion exchange energy slightly decreases with an increasing number of 

hydrating water molecules, and eventually reaches convergence for 1, 4, and 8 water molecules. The 

exchange of Na+ by Cs+ is strongly energetically favorable in both cases, while the exchange of K+ 

by Cs+ is weakly energetically favorable. Figure 3-7 (b) illustrates the ion exchange energy in the 

defected Cu-HCF structure as a function of the number of hydrating water molecules. These 

exchange energies follow the same general trend as in the perfect structure. The exchange of K+ by 

Cs+ is slightly energetically favored, similar to that in the perfect structure, while the exchange of 

Na+ by Cs+ is also energetically favored, but to a lesser extent than in the perfect structure. 

 

 (a)                                                           

 
 

                                                (b) 

Figure 3-7. Ion exchange energy changes with the number of hydrating water molecules for the 

perfect structure  



 

45 

3.3.5 Configurations of Alkali Ions and Lattice Distortion 

Previous calculations of Cu-HCF [49] have shown that the K+ and Cs+ ions are 

accommodated in the perfect structure at the 8c sites. In this work, we also initially place the Cs+ and 

K+ ions in 8c sites. After full relaxation, they remain in 8c sites. There are no previous calculations 

of Na+ in Cu-HCF structures. Interestingly, in the Fe-HCF structure, the calculations of Ling et al. 

[49,53] indicate that 24d is the most energetic favorable site for Na+. However, they did not perform a 

systematic study of how the favorable sites change as the number of Na ions increase from 1 to 8. To 

identify the energetically most favored location as a function of the number of Na+, we initially put 

the 1-8 Na+ ions in 24d sites and do a full relaxation to the structure. Then, we initially put Na+ ions 

in 8c sites and do a full relaxation. The 24d sites is 0.27eV energetically favored when there is only 

one Na+ ion in the structure; indeed, in this if a Na+ is initially placed in the 8c site it moves to a 24d 

during structural optimization. By contrast, the 8c site is energetically preferred when there is more 

than one Na+ ion in the structure. The energy favorability of the 8c site over the 24d site is 0.5eV, 1.3 

eV, 1.6 eV and 1.99 eV for 2, 3, 4, 8 Na+ ions respectively. This shows that 8c sites is more and 

more favorable as more and more Na+ ions are added. Na+ has more space to move in the 

incorporation sites and thus can more easily move from the 8c point, thereby breaking the symmetry 

of the system. The final position of all three ions refer to the 8c sites (0.25+dx 0.25+dy 0.5+dz). For 

Na+ ions, the average values for dx, dy and dz are 0.022, 0.017 and 0.025. These are an order of 

magnitude times larger than the values for Cs+ and K+:  Cs+ ions have an average dx, dy and dz of 

0.0013, 0.0014 and 0.0013, while K+ ions have average displacements of 0.0013, 0.0013 and 0.0012. 

As we shall see below, this makes a significant difference to the overall structure. 

The displacements for the defected structure are all substantially larger. For the smaller K+ 

and Na+ ions, the large iron cyanide vacancy in the defected structure provides more free space to 

move from the 8c sites to other vacant sites. The Na+ ions have average dx, dy and dx of 0.051, 
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0.069 and 0.068, more than twice as large as in the perfect structure. The Cs+ ions have average 

values of 0.018, 0.028 and 0.016; K+ has average values of about 0.025, 0.025 and 0.034; both are 

about ten times larger than in the undefected system. 

There are eight 8c sites in the Cu-HCF framework, which indicates multiple possible 

arrangements for incorporating 2-6 Cs+ ions. To explore the most favored arrangement for Cs+ in 

Cu-HCF, we first examined the possible locations when there are two and three Cs+ in Cu-HCF 

structure. Figure 3-8 shows the crystallographically distinct arrangements for 2 and 3 Cs+ in Cu-

HCF.  

 

(a)                                                (b)                                               (c) 

 

(d)                                                 (e)                                              (f) 

 

Figure 3-8. Crystallographically distinct combinations of sites for incorporation of 2 and 3 Cs+.  

 

For two Cs+ ions, in Figure 3-8(a) they are aligned along <111>, in 8(b) along <110>, and in 

8(c) along <100>. Table 3-2 gives the energy of the various Cs+ arrangement in Figure 3-8 for the 

perfect cell and defected cell. For the incorporation of two Cs+ ions, the <100> arrangement of Cs+ 
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ions in Fig. 3-8 (c) is the most energetically favored for both perfect and defected structures in both 

high and low concentration limits by between 0.05 eV and 0.37 eV. The structures in Fig. 3-8 (a) and 

3-8 (b) have rather similar energies, except for the high concentration perfect crystal for which the 

<111> arrangement is strongly disfavored. For the incorporation of three ions, the structure with all 

three ions lying in a plane, Fig. 3-8 (e), is favored over the structure in Fig. 3-8 (d) by between 0.03 

eV and 0.15 eV. The structure in Fig. 3-8 (f) is yet higher in energy by 0.16 eV to 0.58 eV. 

The energy differences between different configurations are small, to save the computational 

cost, we choose the highest symmetry structure to do the calculations. We consider only the 

arrangement used in previous studies for 4 Cs+ ions: [53] that is, 4 Cs+ ions are as far as possible 

away from each other, as in Fig. 3-9. Based on the analysis of the 2 ion and 3 Cs+ ion cases, it likely 

that the energies of other arrangements are similar. 

 

 
 

Figure 3-9. Arrangement of 4 Cs+ in Cu-HCF. 

 

In the high-concentration limit, we can determine the lattice parameters and crystallographic 

angles as a function of the number of alkali ions present in both perfect and defected structures. We 

conducted a comparison of all possible arrangements for two and three alkali ion cases and observed 

that the change in lattice parameter and crystallographic angles is consistent in all three directions. In 
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Figure. 3-10, we have plotted the change in lattice volume and crystallographic angle as a function of 

the number of alkali ions incorporated into the structure. Figure. 3-10 (a) shows the change of lattice 

volume for perfect (left) and defected (right) structures. Figure. 3-10 (b) shows the change of 

crystallographic angles for perfect (left) and defected (right) structures. 

      

(a) 

       

(b) 

 

Figure 3-10. Change in the lattice volume and change of the crystallographic angles in perfect 

and defected structure as a function of number of alkali ions. 

 

After relaxation, all ions in the perfect structure are located slightly away from the 8c sites. 

The inclusion of Cs+ ions can cause a maximum change of 80 Å3 in the lattice volume, which 

represents a 7.7% change in the volume of 1033.4 Å3. This is calculated based on the lattice 

parameter of 10.11Å, and a maximum change of 1.0% can occur in the lattice angle. The addition of 



 

49 

Na+ ions result in a decrease in symmetry, causing deviations from the initial cubic structure and 

breaking of the degeneracy of the lattice parameters due to large displacements from the 8c positions. 

Fig. 3-10 (a) shows that the system symmetry is higher when eight ions are added compared to when 

four are added. The incorporation of one or three alkali ions also leads to large changes in lattice 

parameters due to the low symmetry inside the framework. 

In defected structures, Cs+ ions can cause a maximum change of 60 Å3 in the lattice volume 

and a 1.0% change in the lattice angle. As the number of alkali ions increases to eight, the changes in 

crystallographic angles for K+ and Na+ are significant at 6% and 12%, respectively. This causes an 

overall distortion of the lattice. However, Cs+ ions create virtually no change in crystallographic 

angle due to their proximity to cyanide groups, which reduces their ability to move within the 

structure because of the CN-Cs+ attraction, despite the presence of a large void at the center. As a 

result, the symmetry of the structure is even lower than that in the perfect structure. In contrast to the 

trend observed in the perfect structure, the lattice distortion increases as the number of alkali ions 

increases from 4 to 8 in the defected system. This is because the presence of a large ion cyanide 

vacancy creates more space for the smaller K+ and Na+ ions to move and increases the asymmetry of 

the structure. Compared to the other two alkali ions, Cs+ leads to the smallest lattice distortion. 

3.3.6 Charge Density and Structural Stabilization 

To gain insight into the local bonding environments in the system, we analyzed charge 

density maps by plotting the charge density difference, ∆ρ(r). This is defined as the charge density in 

the system of interest minus the charge densities of single isolated atoms at the various lattice sites. 

This characterization allows us to observe how bonding in the system changes the local charge 

density environment. We presented the charge density difference plots for the (1 0 0) plane in Figure 

3-11 for both the perfect and defected structures (Blue: copper, brown: iron; white: nitrogen; black: 

carbon.). The 8c sites are located 0.25a above and below these planes at the centers of the square 
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formed by the metal ions. Figure 3-12 shows the results. Figure 3-12 (a) (b) (c) shows the results in 

perfect structure without Cs+, with 4 Cs+ ions and with 8 Cs+ ions, respectively. Figure 3-12 (d) (e) 

(f) shows the results in defected structure without Cs+, with 4 Cs+ ions and with 8 Cs+ ions, 

respectively. For 4 Cs+ ions, the red and white denote above and below the plane. For 8 Cs+ ions, 

there are atoms below and above the plane in all four positions. 

 
 

Figure 3-11. (1 0 0) plane of Cu-HCF structures.  

                             

                      (a)                                            (b)                                       (c) 

                        

                      (d)                                             (e)                                      (f) 

 

Figure 3-12. 2D charge density difference map of perfect Cu-HCF and defected Cu-HCF  
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Figure 3-12 displays significant charge accumulation between the transition metals and 

cyanide ligand, suggesting the presence of strong covalent bonds between them. Specifically, in 

Figure 3-12 (a), the green area between Fe-C, C-N and Cu-N indicates charge accumulation between 

these elements, while the red area between C and N denotes strong bonding between them. 

Comparing Figures 3-12 (a), (b), and (c), we observe that the green area between metal and cyanide 

ligand increases in size, indicating that the addition of Cs+ ions leads to more charge accumulation 

between Cu and N and between Fe and C. This strengthens the covalent bonds between these atoms. 

Comparing the defected structure in Figure 3-13 (d) to the perfect structure in Figure 3-12 (a), 

we observe that the charge accumulation between the transition metal and cyanide ligand in the 

defected structure is significantly less than that in the perfect structure. This suggests that the 

presence of a large vacancy site decreases the stability of the structure. 

After the incorporation of Cs+ in the defected structure, Figure 3-12 (e) and (f) reveal that the 

metal-ligand bond strength is increased, which compensates for the reduced stability caused by the 

vacancy. The addition of K+ and Na+ ions also reinforce the defected Cu-HCF structure. However, 

the results of K+ and Na+ incorporation in the defected structure differ from those of the perfect 

structure, as shown in Figure 3-13 (from left to right: 4 K+, 8 K+, 4Na+, 8 Na+). The large lattice 

distortion that occurs when 8 K+ or Na+ ions are added weakens the metal-cyanide interaction and 

reduces the overall stability of the structure. 

            

(a)                                    (b)                         (c)                                 (d) 

Figure 3-13. 2D charge density difference map of defected Cu-HCF with 4 K+ ions. 8 K+ ions. 4 

Na+ ions. 8 Na+ ions. 
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3.3.7 Electronic and Magnetic Structure 

Cs+ incorporation also results in changes in the electronic structures of both perfect and 

defected Cu-HCF. Figure 3-14 ( (a) no Cs+ ion. (b) 4 Cs+ ions. (c) 8 Cs+ ions and defected Cu-HCF 

with (d) no Cs+ ions. (e) 4 Cs+ ions. (f) 8 Cs+ ions.) shows the density of states of Cu-HCF structures 

with addition of 0, 4 and 8 Cs+ ions. Vertical dotted line denotes Fermi level. As Figure 3-14 (a) 

shows, for perfect Cu-HCF the states from all four elements have small overlapping energy ranges at 

about -6 eV and near to the Fermi level. Even greater overlap is present in structures with 4 or 8 Cs+ 

ions in these energy ranges. This is consistent with the increase in strength of the bond between the 

metals and cyanide. The same trend is also observed in the defected structure as the number of Cs+ 

increases. These changes in the electronic DOS are consistent with the 2D charge density difference 

plots and give further evidence that Cs+ incorporation increases the bond strength and stabilizes the 

structure. A recent experimental study from Moloney et al. indicates that the exchange of other alkali 

ions with Cs+ in Cu-HCF increases the thermostability of Cu-HCF, which is consistent with these 

observations.[54] 

The incorporation of the alkali ions into the structure changes the charge states of the Cu and 

Fe, as shown in Table 1-1. Wojdeł et al. indicates that during this process, low spin Fe first reduces 

from the +3 charge state to the +2 charge state, followed by the high spin elements in the structure. 

[37] In our cases, similarly, it is reasonable to expect the charge of low spin Fe to first decrease from 

+3 to +2. Only if needed for further charge balance will the charge of high spin Cu decrease from +2 

to +1. This reduction allows Cu and Fe to eliminate unpaired electrons in d-orbitals, which impacts 

the magnetic properties of Cu-HCF. The DOS plots also validate this. Figure 3-15 shows the d-orbital 

configurations of Cu and Fe ions in both perfect and defected structures as a function of the number 

of incorporated alkali ions. Figure 3-15 (a) (b) (c) shows the configuration of perfect structures with 
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no Cs+, 4 Cs+ and 8 Cs+, respectively. Figure 3-15 (d) (e) (f) shows the configuration of defected 

structures with no Cs+, 4 Cs+ and 8 Cs+, respectively. 

 

   (a) 

 

(b) 
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(c) 

 

(d) 
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(e) 

 

(f) 

 

Figure 3-14. Density of states of perfect Cu-HCF structure with no Cs+ ion. 4 Cs+ ions. 8 Cs+ 

ions and defected Cu-HCF with no Cs+ ions. 4 Cs+ ions. 8 Cs+ ions.  
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(a)                                     (b)                                        (c) 

 

 

                                      (d)                                       (e)                                        (f) 

 

Figure 3-15. d-orbital configurations of Fe and Cu in perfect Cu-HCF and in defected Cu-HCF  

 

In the perfect Cu-HCF structure without Cs+ or with 4 Cs+ ions, as shown in Figure 3-15 (a) 

and (b), both Fe and Cu have unpaired electrons which result in local magnetic moments, as is shown 

in Tables 3-2. This structure is paramagnetic for both Fe and Cu. These unpaired electrons in Cu and 

Fe are also evident from the differences in the spin up and spin down channels in the density of states 

plots shown in Figure 3-14 (a) and (b). In perfect Cu-HCF with 8 Cs+ ions, shown in Figure 3-15 (c), 

the reduction of Fe eliminates the unpaired electrons and only leaves an unpaired electron from Cu. 
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Thus, the local magnetic moment in Fe is eliminated, while Cu still has a non-zero magnetic moment, 

as is shown in Table 3-2. This means that the Fe become diamagnetic rather than paramagnetic, while 

the Cu remains paramagnetic. For the density of states plot with 8 Cs+ ions, Figure 3-14 (c), because 

of unpaired electrons, the Cu peak is still asymmetrical between the two spin channels in the energy 

range -8 eV to 2 eV, while the Fe peaks are symmetrical for all energies range because all of its 

electrons are perfectly paired. The small differences in the magnetic moment of crystallographically 

identical ions (up to about 0.03 B in some cases) is a measure of the degree of convergence of the 

calculations. 

In the defected structure without Cs+ ions shown in Figure 3-15 (d), unpaired electrons in both 

Fe and Cu d-orbitals result in local magnetic moments, as listed in Table 3-2; these are also associated 

with the asymmetry between the two spin channels in the DOS peaks in the energy range -8 eV to 2 

eV. As the number of alkali ions increases to 4, the Fe ions are reduced. As listed in Table 3-2, 

eliminating the unpaired electrons in Fe eliminates the local magnetic moment, as also evidenced by 

the symmetrical Fe peaks symmetrical in the DOS plot over the entire range of energies. Cu still has 

unpaired electrons resulting in a local magnetic moment and asymmetrical peaks in the range of -8 eV 

to 2 eV. When there are 8 Cs+ ions, both Cu and Fe are reduced, with the result that neither has an 

unpaired electron. The result is that the magnetic moments of both Fe and Cu vanish as shown in Table 

3-2 and the DOS plot is perfectly symmetrical. 

The first Cu in Table 3-2 defected structure which is in the corner of the structure has a much 

higher magnetic moment than other Cu ions in the face center. The Cu-N bond length for this Cu ion 

is slightly longer than for the other Cu ions, indicative of lower covalency. The first Cu ion is more 

likely to have unpaired electrons alone and is less likely to share them with its neighbor, N. In the 

structure with 8 Cs+, the Cu-N bond for the first Cu ion is shorter than other Cu-N bonds which 
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indicates that it is less likely to have unpaired electrons. The shortening of the Cu-N bond can be 

explained by the distance between Cs+ and CN-. The CN ligand connecting to the first Cu is further 

from the Cs+ ions than the other CN ligand is from the other Cu ions. When Cs-CN interaction 

becomes weaker, a stronger Cu-CN interaction become possible; as a result, the Cu-N distance 

decreases. 

In a recent study, Moloney et al. [54] show that the Cs absorption rate can be increased notably 

by magnetic dispersion of the aggregated Cu-HCF particles because the application of a magnetic 

field can drive the formation of a uniform and stable colloidal dispersion and increase the exposed 

surface area. They also believe that it is the intrinsic magnetic nature of Cu-HCF that makes the 

magnetic agitation work. [55] We indeed find there are magnetic moments in the Cu-HCF framework, 

even in the absence of alkali ions, which is consistent with the effectiveness of magnetic dispersion. 

 

Table 3-2. Local magnetic moment in Bohr magnetons of Fe and Cu in perfect and defected Cu-

HCF  

 

 
 

3.4 Conclusions 

A detailed DFT study of Cs+ incorporation with Cu-HCF structure has been carried out. The 

influence on Cu-HCF lattice distortion, energetics, structure stabilities and electronic structures 
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caused by Cs+ incorporation has been characterized. From DFT calculations, the essential question of 

why Cs+ incorporation in Cu-HCF structure is favorable compared to K+ and Na+ atoms was 

identified as being due to the much smaller lattice distortion caused by the Cs+ in defected Cu-HCF 

compared to the other two alkali ions. Analysis of the alkali ion incorporation energy and ion 

exchange energy showed that Cs+ incorporation is more thermodynamically favorable than K+ and 

Na+. It was also found that Cs+ reinforces the Cu-HCF structures by strengthening the metal-ligand 

bond. The increased overlap area of transition metal and ligand peaks as the number of Cs+ being 

incorporated increases was also indicative of Cs+ incorporation strengthening the metal-ligand 

connection. This is verified by experiment. Further, the densities of states also reflect the change of 

the magnetic moment of transition metals resulting from the reduction process happening in 

transition metals. All the calculations demonstrate that Cs+ incorporation in Cu-HCF is favorable 

compared to other alkali ions such as K+ and Na+. The intrinsic magnetic properties of the empty Cu-

HCF framework suggest that uniform and stable colloidal dispersions that can absorb more Cs+ ions 

may be created by magnetic dispersion. 
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CHAPTER 4 

INCORPORATION OF RADIOACTIVE CESIUM INTO HYDRATED COPPER 

HEXACYANOFERRATE BY DENSITY FUNCTIONAL THEORY CALCULATIONS 

4.1 Background 

Cu-HCF has proved to be a good candidate to sequester Cs+ from aqueous environments. 

The thermodynamics of Cs+ sequestration in non-aqueous environments were studied in Chapter 

3. However, in the practical scenarios, Cu-HCF is usually defected with a large iron cyanide 

vacancy in the center and is hydrated. There are two different types of water molecules inside the 

framework: coordinated water molecules and zeolitic water molecules. [56] Zeolitic water 

molecules are free water molecules, unbonded to any neighboring atoms in the inorganic 

structure, though possibly bonding to each other. Coordinated water molecules are bonded to 

atoms in the inorganics structure, in this case to Cu ions in Cu-HCF framework, as Figure 4-1 

shows (left : coordinated water; right: zeolitic water).  

 
 

Figure 4-1. Coordinated water molecule and zeolitic water molecule in the defected Cu-HCF 

framework. 

 

There is still limited work exploring how water molecules are distributed in Cu-HCF and 

how they can impact the Cs+ incorporation and Cs-Alkali exchange. A computational study by 

Mink et al. have studied the six water molecules Cu-HCF system. They determined the 

configurations of all the water molecules inside the Cu-HCF bulk. [57] However, no 
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thermodynamic analysis was used to explain these configurations or to characterize the alkali-

water interaction inside the Cu-HCF. Xu et al. studied the electrochemical properties of hydrated 

Cu-HCF. [58] The structure of Cu-HCF in their study is the monoclinic structure which is far 

from our cubic structures. Neither of these works reported on how water molecules can impact 

Cs+ ions incorporation. In this chapter, we conducted a systematic study of hydrated Cu-HCF 

using density functional theory calculations. Our study included determining the maximum 

number of water molecules that can be incorporated into the Cu-HCF framework and the 

distribution of coordinated water molecules and zeolitic water molecules within the framework. 

We also investigate the configuration of (H2O)n-Cs+, (H2O)n-K
+, and (H2O)n-Na+ complexes 

inside the Cu-HCF framework, where n represents the number of water molecules binding with 

alkali ions. Finally, we examined how water molecules affect the incorporation energies and 

exchange energies of alkali ions. Our study provides valuable thermodynamic insights into the 

alkali ion sequestration process in hydrated Cu-HCF, which is relevant to practical applications. 

4.2 Methodology 

4.2.1 Density Functional Theory Calculations 

Relaxing structures with water molecules can be challenging, but there are some useful 

tips for the hydrated Cu-HCF system. First, it is important to switch off the symmetry when 

generating input file files because water molecules move randomly and do not follow specific 

symmetry because leaving the symmetry tag open in the input file can make it difficult to 

achieve convergence. Second, avoid setting a very low convergence criterion; 0.05 eV is 

generally sufficient [59] for such a complex system. Setting the convergent force too low due to 

water-water interactions may prevent relaxation from achieving convergence. Last, it is 

important to monitor the trend of the system force and total energy. Water molecules can tilt and 

move during relaxation, and many configurations may have the same or very similar system 



 

62 

energy. If the trend of the total energy or force curve fluctuates near a value and does not 

decrease further, it may indicate that convergence has been achieved. All of the calculations are 

based on the fixed cell shape. All other parameters are the same as Section 3.2.1. 

4.2.2 Hydrated Cu-HCF System 

To begin, we determine the maximum number of water molecules that can be 

incorporated into the Cu-HCF framework. This calculation is important to prevent the addition of 

an excessive number of water molecules to our system. Following this, we calculate the water-

framework binding energy using the following equation: 

𝐸𝑏𝑖𝑛𝑑𝑖𝑛𝑔 = 𝐸ℎ𝑦𝑑𝑟𝑎𝑡𝑒𝑑 𝑓𝑟𝑎𝑚𝑒𝑤𝑜𝑟𝑘 − 𝐸𝑒𝑚𝑝𝑡𝑦 𝑓𝑟𝑎𝑚𝑒𝑤𝑜𝑟𝑘 − 𝐸𝑛𝐻2𝑂                                                (4-1) 

𝐸ℎ𝑦𝑑𝑟𝑎𝑡𝑒𝑑 𝑓𝑟𝑎𝑚𝑒𝑤𝑜𝑟𝑘 is the energy of the Cu-HCF framework hydrated by n water 

molecules. 𝐸𝑒𝑚𝑝𝑡𝑦 𝑓𝑟𝑎𝑚𝑒𝑤𝑜𝑟𝑘 is the energy of Cu-HCF without any water molecules. 𝐸𝑛𝐻2𝑂 is the 

energy of n water molecules. Through Equation 4-1, we can gain insight into the type of water 

molecule preferred by the framework and how they are distributed when multiple water 

molecules are present within the framework. This calculation is essential in establishing a 

reasonable configuration when incorporating alkali ions into the framework. 

4.2.3 Alkali Ion Incorporation Energy and Exchange Energy 

We initially place the alkali ions in the center of the framework as it has the largest space 

for the ions and accompanying water molecules. Then, we perform an ionic relaxation for the 

whole structure and let alkali ions move to the most favorable sites and calculate the ion 

incorporation energy by Equation 4-2: 

𝐸𝑖𝑛𝑐𝑜𝑟𝑝𝑜𝑟𝑎𝑡𝑖𝑜𝑛 = (
1

𝑁
) {𝐸𝑓(𝑁) − 𝐸0 −  𝑁𝐸𝑟𝑒𝑓(𝐴)}                                                                      (4-2) 

𝐸𝑓(𝑁) is the energy of structure after insertion of the N alkali ions, A=Cs+, K+ or Na+; 𝐸0 is the 

energy of hydrated Cu-HCF without any alkali atoms. The structure and energy are then allowed 
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to equilibrate. 𝐸𝑟𝑒𝑓 is the reference energy for the alkali atoms. The values for Cs+ ions are 

compared with the corresponding values for K+ and Na+ calculated in the same way. For the 

physically realistic scenario of the alkali atom being in a hydrated environment, the reference 

states of alkali ions will be the difference in the energy of a “droplet” of n water molecules 

containing an alkali ion and a water droplet without an alkali atom: 𝐸𝑟𝑒𝑓(𝐴) = {[𝐴(𝐻2𝑂)𝑛]
+- 

E(𝑛𝐻2𝑂)}. For n=0, this would simply correspond to the energy of a single alkali ion in vacuum.  

For ion exchange energy, we use Equation 4-3: 

𝐸𝑒𝑥𝑐ℎ𝑎𝑛𝑔𝑒(𝑁) = (𝐸𝐶𝑠(𝑁) − 𝐸𝐾/𝑁𝑎(𝑁)) − 𝑁(𝐸𝑟𝑒𝑓(𝐶𝑠) − 𝐸𝑟𝑒𝑓(𝐾/𝑁𝑎))                                      (4-3) 

𝐸𝐶𝑠(𝑁) is the energy of the lattice with N Cs+ ions; 𝐸𝐾/𝑁𝑎(𝑁) is the energy of the lattice 

with N K+ or Na+ ions; 𝐸𝑟𝑒𝑓(𝐶𝑠), 𝐸𝑟𝑒𝑓(𝐾) are the reference energies for Cs+ and K+ hydrated with 

n water molecules, respectively, as described above.  

4.3 Results and Discussion 

4.3.1 Maximum Number of Water Molecules in Cu-HCF Framework 

First, we estimate theoretically the number of water molecules that could be 

accommodated in a single unit cell of the framework by setting the density of Cu-HCF box with 

water molecules to the density of pure water (1 gcm-3). The volume of the box can be expressed 

as Equation 4-4: 

𝑉𝑏𝑜𝑥 = 𝑉𝐶𝑢−𝐻𝐶𝐹 − 3𝑉𝐹𝑒𝑎𝑡𝑜𝑚
− 4𝑉𝐶𝑢𝑎𝑡𝑜𝑚

− 18𝑉𝑐𝑦𝑛𝑖𝑑𝑒                                                              (4-4) 

𝑉𝑏𝑜𝑥 is the volume of Cu-HCF framework without Cu Fe and cyanide ligands. 𝑉𝐶𝑢−𝐻𝐶𝐹 is 

the volume of Cu-HCF framework with all the ions listed above. 𝑉𝐹𝑒𝑎𝑡𝑜𝑚
 𝑉𝐶𝑢𝑎𝑡𝑜𝑚

 and 𝑉𝑐𝑦𝑛𝑖𝑑𝑒 are 

the volume of all the ions listed above. There are 3 Fe ions, 4 Cu ions and 18 cyanide ligands in 

one defected Cu-HCF conventional unit cell. By Equation 4-4, our calculated maximum number 

of water molecules is 27. This estimate is much larger than the value of 16, reported by the 
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previous experimental work. [60] To address this issue, we recall that water molecules tend to 

bind with each other to form droplets. We see this effect in the PBA, as illustrated in Figure 4-4. 

 
 

Figure 4-2. Water cage in the center of Cu-HCF framework. 

 

Based on the configuration presented in Figure 4-2, it is reasonable to suppose that the 

full volume of the box is not actually available to the water. Instead, we will use the 

configuration presented in Figure 4-3, which involves a spherical droplet in the center, to 

calculate the volume and subsequently determine the number of water molecules present within 

the framework. 

 
 

Figure 4-3. Water cage sphere in the center of Cu-HCF framework. 

 

The diameter of the sphere should correspond to the length of the Cu-HCF lattice 

parameter. Using this configuration, we were able to determine that the maximum number of 

water molecules present within the Cu-HCF framework is 18, which is in good agreement with 

the experimental value of 16.  
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Using Equation 4-1, we calculated the binding energy between the Cu-HCF framework 

and water molecules. Initially, we incorporated a single water molecule into the framework, for 

which there are two scenarios: coordinated water and zeolitic water. The binding energy of the 

coordinated water molecule was lower than that of the zeolitic water molecule, indicating that 

coordinated water molecules are energetically favorable by the Cu-HCF framework. To 

determine if this conclusion holds for cases with more than one water molecule, we proceeded to 

add another water molecule to the system. For two water molecules, there were four different 

scenarios, as shown in Figure 4-4: 

 
 

Figure 4-4. Various configurations of 2 water molecules system. 

 

The first configuration has two water molecules far from each other and, because we 

have a single unit cell in periodic supercell, coordinated to the same Cu ion. The second 

configuration has two water molecules close to each other and coordinated to different Cu ions. 

The third configuration has one water molecule coordinated with Cu ion and has another zeolitic 

water molecule binding with the coordinated water molecule by a hydrogen bond. The first three 

configurations can be considered a corresponding to high overall concentrations of water, in 

which all of the unit cells have the same water configuration. The last configuration is a 1x2x1 

supercell. There are two water molecules far from each other and coordinated to the different Cu 

ions. This can be considered as mimicking a lower overall concentration of water in the system; 
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calculations on unit cells larger than 1x2x1 are prohibitively expensive and are only considered 

for this one case. The normalized water-framework binding energies are shown in Table 4-1 

Table 4-1. Normalized water-framework binding energies; number 1-4 corresponds to the 

configuration from left to right in Figure 4-4. 

 
 

The fourth configuration has the most negative (most favorable) binding energy 

compared to other cases, indicating that it is the most energetically favorable configuration 

within the Cu-HCF framework. In this configuration, two copper water molecules are 

coordinated to different Cu ions and positioned far apart, eliminating any competition or 

repulsion between them. This arrangement allows for strong binding of the water molecules to 

the framework, resulting in a stable and energetically favorable state. The third configuration is 

the next lowest, with the lowest binding energy under high water concentration scenarios. In this 

arrangement, only one water molecule is coordinated with a Cu ion, being connected to the other 

zeolitic water molecule through a hydrogen bond. This configuration exhibits a favorable 

balance between coordination and hydrogen bonding, enhancing the stability of the system. 

Moving on, the second configuration has the second-highest binding energy: the close proximity 

of the two water molecules in this arrangement leads to repulsion between them but still far away 

from each other to form hydrogen bond, weakening their binding to the framework. Finally, the 

first configuration has the highest binding energy value, presumably arising from the competition 

between the two water molecules to coordinate with the same Cu ion. Since we are interested in 

the physical situation of a high-water concentration scenario, the third configuration is 

reasonable. We can conclude that their will only be one coordinated water molecule when there 

is more than one water molecule in Cu-HCF. Instead, zeolitic water molecules will first form and 
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bind with each other through hydrogen bonds to form a water cage sphere in the center of the 

framework, as shown in Figure 4-4. Coordinated water will only form when there are too many 

zeolitic water molecules, and there is not enough space for them to form. Figure 4-5 shows the 

14 (left) and 18 (right) water molecule scenarios, which confirm our conclusions. Six water 

molecules are formed when there are too many zeolitic waters in the structure. From Figure 4-7 

we find large lattice distortion due to the incorporation of too many water molecules. 

 
 

Figure 4-5. Relaxed structure of Cu-HCF with 14 water molecules and 18 water molecules. 

 

4.3.2 Configuration of Alkali-Water Complex in Hydrated Cu-HCF 

We incorporate alkali ions into the center of Cu-HCF to form a water-alkali complex 

inside the center of structure; a representative as the initial configuration, before structural 

relaxation, is shown in Figure 4-6 (left to right: Na-6 water K-6 water and Cs-6 water). in this 

configuration, zeolitic water molecules form a sphere around the alkali ion and there are no 

coordinated water molecules, which is in accord with our previous analysis of the distribution of 

the water. Moreover, this is possible because there is enough space in the center site to easily 

accommodate the alkali-water complex. We use 6 water molecules as this number is the 
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maximum number of water molecules in the first water-Na and water-K coordination shells and 

10 water molecules which is the maximum number of water molecules in the first water-Cs 

coordination shell. [45] 

       
 

Figure 4-6. Initial configuration of water-alkali complex inside the Cu-HCF of Na-6 water K-6 

water and Cs-6 water. 

 

Then, we do ionic relaxation and allow all the ions move to find a final configuration. 

Figure 4-7 (left to right: Na-6 water K-6 water and Cs-6 water) shows the final configuration of 

the water-alkali complexes. Na+ remains at the same site as initial configuration. However, K+ 

and Cs+ move to 8c sites, which agrees with the previous work [49] For Na+ ion, the previous 

work [49] showed that it favored the 24d site at the face center of one of the small cubic in the 

whole conventional cell which is different from our configuration. The possible reason is that the 

work was done in the perfect Fe-HCF framework without a Fe(CN)6 vacancy in the center of the 

cubic, and the results may also be different in the defected hydrated Cu-HCF. Also, the Fe(CN)6 

vacancy site is large enough for Na-water complex to accommodate. For the final configuration, 

Na+ still coordinates with six water molecules because there is enough space. By contrast, Cs+ is 

positioned at the corner of the cubic structure, leaving less  space for water molecules to bind 

with it; However, three water molecules can still bind with Cs+ on the edge of the 8c site. In 

contrast, K+ ions are much smaller than Cs+ ions, making it difficult for them to interact with 
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water molecules when they are in the 8c sites. Consequently, there are almost no water 

molecules binding with K+ ions in the final configuration. 

    
(a)                                                       (b)                                                (c) 

Figure 4-7. The final configuration of water-alkali complex inside the Cu-HCF of Na-6 water, K-

6 water and Cs-6 water. 

 

4.3.2 Alkali Ion Incorporation Energy in Hydrated Cu-HCF 

In Chapter 3, we concluded that Cs+ ions have the lowest incorporation energy into both 

perfect and defected Cu-HCF compared to other alkali ions. To determine whether this 

conclusion still holds in hydrated Cu-HCF, we calculated the ion incorporation energy for Na+, 

K+, and Cs+. As a reference state for Na+, K+, and Cs+, we surrounded each alkali ion with six 

water molecules to ensure that the number of water molecules around the alkali ions in the 

outside solvent is equivalent to the number of water molecules inside the Cu-HCF framework. 

Incorporating alkali ions into hydrated Cu-HCF requires only one extra step compared to non-

hydrated Cu-HCF: forming a water-alkali bond inside the Cu-HCF framework. Bond formation 

results in a release of energy, which leads to a decrease in the system's energy. Therefore, we can 

predict that the presence of water inside the hydrated Cu-HCF should have a positive effect on 

alkali ion incorporation, as it lowers the incorporation energy. The difference in incorporation 

energy between the hydrated Cu-HCF and non-hydrated Cu-HCF system is the total binding 

energy between the water molecules and the alkali ions in the hydrated Cu-HCF. For instance, in 



 

70 

the Na+ incorporation system, this energy difference corresponds to the binding energy between 

six water molecules and Na+. Figure 4-8 shows the absolute value of binding energy between 

different number of water molecules and alkali ions in the empty simulation box. 

 
 

Figure 4-8. Absolute value of binding energy between different number of water molecules and 

different alkali ions. 

 

The ion incorporation energy for all three different alkali ions in both hydrated and non-

hydrated Cu-HCF is shown in Figure 4-9: 

 
Figure 4-9. Ion incorporation energy for all three different alkali ions in both hydrated and non-

hydrated Cu-HCF. 
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The difference in the incorporation energy between hydrated and non-hydrated Cu-HCF 

for Na+ is 2.6 eV, which is almost the same as the binding energy between six water molecules, 

shown in Figure 4.10. As for K+, as we noted earlier, water does not bind with it inside Cu-HCF; 

so, the incorporation energies are the same for the hydrated and non-hydrated Cu-HCF. In the 

case of Cs+, three water molecules bind with it inside the Cu-HCF framework, and the energy 

difference should correspond to the total binding energy between the three water molecules and 

Cs which, from Figure 4.10,  is 0.94 eV. However, our calculations show this difference to 

actually be 0.46 eV, which is not what we expected. The possible reason is that Cs+ is larger than 

K+ and Na+. There might be some other interactions between Cs+ and framework we need to 

address in the future. 

4.3.4 Alkali Ion Exchange Energy in Hydrated Cu-HCF 

The ion exchange energy of Cs+-Na+ and Cs+-K+ ions in the hydrated system involves 

two additional steps compared to the non-hydrated system. First, the host alkali ion breaks the 

bond with water molecules inside Cu-HCF and moves outside to form a bond with solvent water 

molecules. Second, the Cs+ ions break the bond with water molecules in the solvent and 

incorporate into Cu-HCF, forming bonds with water molecules inside the structure. Taking Cs+-

Na+  exchange as an example, the difference in incorporation energy between the hydrated and 

non-hydrated Cu-HCF systems is given by Equation 4-5: 

𝐸𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 = (𝐸𝐶𝑢𝐻𝐶𝐹_𝐶𝑠_6𝐻2𝑂 − 𝐸𝐶𝑢𝐻𝐶𝐹_𝐶𝑠) + (𝐸𝐶𝑢𝐻𝐶𝐹_𝑁𝑎−𝐸𝐶𝑢𝐻𝐶𝐹_𝑁𝑎_6𝐻2𝑂)                       (4-5) 

𝐸𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 is the ion exchange energy difference between hydrated and non-hydrated 

Cu-HCF systems. 𝐸𝐶𝑢𝐻𝐶𝐹_𝐶𝑠_𝑛𝐻2𝑂  and 𝐸𝐶𝑢𝐻𝐶𝐹_𝑁𝑎_𝑛𝐻2𝑂 is the energy of hydrated Cu-HCF with 

Cs+ or Na+ ion and 6 water molecules inside the structure. 𝐸𝐶𝑢𝐻𝐶𝐹_𝐶𝑠 and 𝐸𝐶𝑢𝐻𝐶𝐹_𝑁𝑎 is the energy 

of non-hydrated Cu-HCF with Cs+ or Na+ ion. In other words, this energy difference equals the 
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energy difference between Cs+ hydration (negative value) and Na+ dehydration (positive value) 

with water molecules, that is, the energy difference between water-Cs+ binding and water-Na+ 

binding. From Figure 4-8 we know that the absolute value of binding energy between water-Na+ 

and water-K+ is larger than the water-Cs+. This means the exchange energy value difference 

between hydrated system and non-hydrated system should be positive. In other words, ion 

exchange in hydrated system is less favorable than in the non-hydrated system. Figure 4-10 

shows the ion exchange energy value for Cs+-Na+ and Cs+-K+ in both hydrated and non-hydrated 

systems. 

 
 

Figure 4-10. Ion exchange energy for Cs+-Na+ and Cs+-K+ in both hydrated and non-hydrated 

systems. 

 

For Cs+-Na+ exchange, the ion exchange energy value is as predicted. The hydrated 

system has a more positive value than the non-hydrated system, which means that water 

molecules inside the Cu-HCF make Cs+-Na+ exchange less favorable. However, for Cs+-K+ 

exchange, the ion exchange energy for the hydrated system is more negative. This is because 

there are no water molecules binding with K+ ion, but there are 3 water molecules binding with 
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Cs+ ion. The whole process only involves Cs+ forming a bond with water, but there is no K+ 

breaking the bond with water molecules.  

4.4 Conclusions 

In this chapter, we have investigated the distribution of water molecules within the 

hydrated Cu-HCF framework and their impact on alkali ion incorporation energy and alkali ion 

exchange energy. Our theoretical calculations suggest that the maximum number of water 

molecules in the hydrated Cu-HCF is 18. Furthermore, we found that coordinated water is 

preferred when there is only one water molecule in the framework, whereas zeolitic water 

molecules are favored when there is more than one water molecule present. Coordinated water 

molecules will also form due to limited space for zeolitic water when the number of water 

molecules inside the framework is high. Our results also indicate that K+ and Cs+ ions tend to 

occupy the 8c sites, while Na+ ions prefer the center of the framework after structural relaxation 

following alkali ion incorporation. Additionally, we found that water molecules decrease the 

alkali ion incorporation energy, making it more energetically favorable, and increase the ion 

exchange energy, making it less energetically favorable. 
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CHAPTER 5 

DOPED LaMnO3 FOR WATER SPLITTING BY DENSITY FUNCTIONAL THEORY 

CALCULATIONS 

5.1 Background 

Perovskite oxides (ABO3) are emerging as candidates for STCH applications. The 

perovskite structure is ubiquitous with many different A and B combinations and a variety of 

different crystallographic structures [61]. Moreover, perovskites can often accommodate a wide 

range of isovalent and aliovalent doping on both the A and B sublattices at significant 

concentrations, charge compensated by oxygen vacancies if required.[62]. Scheffe and coworkers 

have identified Sr-doped lanthanum manganate, La1-xSrxMnO3-x, as a candidate material for near-

isothermal water splitting. Given the compositional richness of the perovskite system, it likely 

that there are other compositions that also have favorable properties. [14] 

Emery et al.[63] used high-throughput DFT methods to screen 5329 perovskite 

compositions for water splitting applications. By applying stability and oxygen vacancy 

formation energy filters, they identified 383 candidates for further study. However, this study 

only considered pure perovskite compositions without any doping. Scheffe et al. have 

demonstrated that doping is a practical way to improve perovskite performance [13,14]. 

Gopalakrishnan et al. have also screened Ce-based A and B-sites doped perovskites and found 

that larger reduction entropy can improve STCH efficiency [64]. Doping can increase the number 

of B-sites elements that are reduced during oxygen vacancy generation, thereby increasing the 

reduction entropy. 

Starting from the case of A3+B3+O3, the work is motivated by three observations: 

(1) Monovalent alkali elements and divalent alkaline earth elements can be used to substitute on 

the A-sites of perovskites. Doping these elements onto the A-sites can increase the 

configurational entropy, which may benefit the reduction reaction. Such aliovalent doping can 
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increase the capacity of oxygen off-stoichiometry during the reduction process. For example, 

pure LaMnO3 can only accommodate one oxygen vacancy for every two formula units, with 

Mn3+ reduced to Mn2+. When alkali or alkaline earth elements are doped onto the A-sites, more 

oxygen vacancies can be formed because there are some Mn4+ on the B-sites; the reduction from 

4+ to 2+ in Mn results in a greater reduction in entropy than the reduction from 3+ to 2+[64]. 

Doping also changes the coordination environment for the oxygen vacancies, which can impact 

the oxygen vacancy formation energy. This suggests that it may be possible to control the 

energetics of oxygen vacancy formation by doping with different elements. 

(2) Group III elements such as Ga, Al, and In can substitute on the B sites of perovskites. 

Previous studies have shown that Ga and Al doping into B-sites of several Mn-based A-sites 

substituted perovskites can improve the peak H2 production rate [65]. Therefore, we expect that 

single dopants on B-sites with these group III elements can also make a difference. Although 

these group III elements have the same oxidation state as Mn, they can still increase the 

configurational entropy, which may lead to increased oxygen off-stoichiometry. We did not 

consider the other 3+ lanthanides due to their small size. We also examined two +2 elements, Mg 

and Zn, on the B sites as they can enhance reduction by creating higher valence B-sites elements. 

Similar to A-site substitution, this substitution may increase the configurational entropy and 

oxygen off-stoichiometry capacity, which has not been systematically explored yet. 

(3) While previous studies have made predictions about the stability of the compositions they 

have investigated, they have not identified the specific temperature and oxygen partial pressure 

ranges in which these compositions remain stable. 

Therefore, this study aims to investigate doping on the A and B lattices starting from the 

LaMnO3 composition. To identify compositions with potential interest for splitting, we apply 
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two criteria. Firstly, candidate compositions must exhibit stability over the temperature range of 

room temperature to 1500˚C, with particular emphasis on high-temperature thermodynamic 

stability due to rapid decomposition kinetics. We are less concerned with thermodynamic 

stability at low temperatures, as many thermodynamically metastable compositions may be 

kinetically stable. The second criterion is that candidate compositions must have oxygen vacancy 

formation energies within the range of 2.5 eV to 4 eV. The lower bound is sufficient for water 

splitting, while the number of oxygen vacancies produced if the formation energy is above 4 eV 

may be impractical for water splitting. We investigated LaMnO3 doped with K, Rb, Cs, Mg, Ca, 

Sr, and Ba on the A sites, as well as Mg, Zn, Al, Ga, and In on the B sites. Our results show that 

LaMnO3 A-site substituted with Mg, Ca, Sr, and Ba and B-site substituted with Al, Ga, and In 

meet these two criteria, making them potential candidates for solar-thermal water splitting 

applications.  

5.2 Methodology 

5.2.1 Density Functional Theory (DFT) Calculations 

The phase stability and the oxygen vacancy formation energy are calculated using density 

functional theory (DFT) in the Vienna ab initio Simulation Package (VASP) [18,19] with projector 

augmented waves (PAW) pseudopotentials [41,42]. The Fitted Elemental-phase Reference 

Energies (FERE) are used to calculate heats of formation and in defect formation energy 

calculations [22]. The generalized gradient approximation (GGA) is chosen to approximate the 

exchange–correlation energy with the Perdew–Burke–Ernzerhoff (PBE) functional [43]. The 

following PAW datasets of the VASP distribution 4.6 distribution were used, “Mn, O_s, Li_sv, 

Na_pv, K_sv, Rb_sv, Mg_pv, Ca_pv, Sr_sv, Ba_sv, Al, Ga_d, In_d, Zn”. The GGA + U method 

[66] is applied to the transition metal Mn with U-J = 3.0 eV for the d-orbital electrons. For 

lanthanum, we used the PAW dataset “La” of the VASP 5.4 distribution and determined the 
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FERE as -3.75 eV with U-J = 2.0 eV for the f- and 1.5 eV for the d-electrons. After convergence 

tests, we use a cutoff energy to be 340 eV and a 4 × 4 × 4 Monkhorst–Pack k-point mesh for all 

the calculations [67]. Spin polarization is also included in our calculations. We considered both 

Ferromagnetic (FM, black) and Anti-Ferromagnetic configurations (AFM, blue) and found that 

the results are very close to each other, as is illustrated in Figure 5-1. 

 
 

Figure 5-1. Oxygen vacancy formation energy for FM and AFM configurations. 

 

5.2.2 Bulk Calculations 

We determine the ground state structure of LaMnO3 from among the following space 

groups: Pnma (62, orthorhombic), Pm3̅m (221, cubic), R3̅c (167, trigonal) and P63/mmc (194, 

hexagonal). A 2x2x2 supercell is created for the cubic structure (7.9Å x 7.9Å x 7.9Å, 40 atoms), 

a 2x1x1 supercell (11Å x 5.9Å x 7.8 Å, 40 atoms) for the orthorhombic, a 1x1x1 supercell (30 

atoms) for the trigonal, and a 2x2x1 supercell (6.8Å x 6.8Å x 12.4Å, 40 atoms) for the hexagonal 

structure. Figure 5-2 shows DFT total energy per LaMnO3 formula unit of three different 

structures relative to the orthorhombic structure. Green atoms are La, purple atoms are Mn and 
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red atoms are O. As Figure 5-2 shows, the Pnma orthorhombic structure has the lowest energy 

which is marked with black dash line and will be used for all subsequent calculations.  

 
 

Figure 5-2. DFT total energy per LaMnO3 formula unit of three different structures relative to the 

lowest energy, orthorhombic structure  

 

5.2.3 Structure of substituted Systems 

Based on Scheffe et al.’ s experimental substitution for La1-2xSr2xMnO3-x of 2x=0.35, and 

on the 20-atom Pnma unit cell, we use a 2x1x1 supercell (11Å x 5.9Å x 7.8 Å, 40 atoms), in 

which we substitute 3 out of 8 La atoms with group I and group II elements or 3 out of 8 Mn 

atoms with group III elements or other +2 elements, to give 2x=0.375. Relaxation of all atomic 

positions and supercell dimensions is performed after the substituted structures are created. 

5.2.4 Stability Analysis 

To determine the stability of substituted LaMnO3, we need to determine DFT total 

energies for all the binary and ternary compounds to which the specific composition could 

decompose. We take these values from the materials database from National Renewable Energy 

Laboratory (NREL) as they use the same DFT functional, cutoffs and meshing as used for our 

doping calculations. The stability of the substituted quaternary phases AxSwByOz is analyzed in 
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terms of the enthalpies of formation: 

x∆μA + w∆μS + y∆μB + z∆μO = ∆Hf(AxSwByOz)                                                             (5-1) 

In this equation, ∆𝝁 is the change of chemical potential for every element in AxSwByOz. This 

equation represents the thermodynamic equilibrium condition between the compound and its 

elemental constituents. The requirement that the alloy structure be stable against decomposition 

is that [22] 

 li∆μA + mi∆μS+ ni∆μB + qi∆μO ≤ ∆Hf(Ali
Smi

Bni
Oqi

)             (5-2) 

Using these equations, the range of oxygen chemical potential values as which the doped system 

is stable is determined. The oxygen chemical potential is given by 

∆𝜇𝑂 =
1

2
[𝐻0 + 3.5𝑘𝐵(𝑇 − 𝑇0) − 𝑇𝑆0 − 3.5𝑘𝐵ln (

𝑇

𝑇0
)] +

1

2
𝑘𝐵𝑇𝐼𝑛(

𝑃

𝑃0
)                  (5-3)   

Equation 5-3 generated by the ideal gas law in which the entropy of oxygen has been 

considered. We use the tabulated values for the O2 standard [68], 𝐻0 = 8.7𝐾𝐽 𝑚𝑜𝑙−1, 𝑆0 =

0.21𝐾𝐽 𝑚𝑜𝑙−1𝐾−1 , 𝑇0 = 298𝐾, 𝑃0 = 1 𝑎𝑡𝑚, 𝑘𝐵 is Boltzmann constant. T and P are the 

temperature and oxygen partial pressure. Equation 3 can then be used to determine the domain of 

temperatures and oxygen partial pressures in which the system is stable. [69] We are ignoring the 

entropy to the solid components. The finite temperature impacts on the stability analysis have 

been reported before [22] and it did not have significant impact on the result. Also, the entropy 

impact can be largely cancelled out when we compete between two different phases. 

5.2.5 Oxygen Vacancy Formation Energy Calculation 

For substituted structures, an oxygen vacancy is created to calculate the vacancy formation 

energy. The first nearest-neighbor atoms to the vacancy or substitutional site are randomly 

displaced (∼0.1 Å) to break the underlying site symmetry and thereby, ensuring that non-

symmetric configurations of the defects are properly captured. [23] Various physical configurations 
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of substituted sites and sites with unique oxygen vacancies are considered, as discussed below. In 

all cases the structure is full optimized. The 2x1x1 supercell is used to calculate vacancy formation 

energy. 

5.3 Results and Discussions 

5.3.1 Doped Perovskites 

We create doped systems based on the orthorhombic LaMnO3 structure with 40 atoms in 

the supercell. For La sites, we substitute with group I (Li, Na, K, Rb) and group II (Mg, Ca, Sr, 

Ba) elements. For Mn sites, we substitute with group III (Al, Ga, In) and group II (Zn, Mg) 

elements. Since we substitute 3 of the 8 La or 8 Mn sites the supercell, there are 8!/5!3! = 56 

possible different arrangements of La and dopant. Fortunately, many of these are 

crystallographically identical in the orthorhombic structure. Crystallographic analysis, confirmed 

by single point calculations, shows that there are actually only 5 distinct arrangements of the 3 

dopants for both La-sites and Mn-sites. These are illustrated in Figure 5-3. A1-A5 shows 5 

distinct A-sites substituted configurations and B1-B5 shows 5 distinct B-sites substituted 

configurations. For clarity, only A atoms is shown for A-sites substituted configurations and only 

B atoms is shown for B-sites substituted configurations. The normalized dopants substitution 

energies of these five different arrangements are shown in Figure 5-4 (Sr, Li for A-sites and Al, 

In for B-sites) which is following the equation: 

𝐸𝑠𝑢𝑏 = (1 3⁄ )[𝐸𝑠𝑢𝑏𝑠𝑡𝑖𝑡𝑢𝑡𝑒𝑑_𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 − 𝐸𝑢𝑛𝑠𝑢𝑏𝑠𝑖𝑡𝑢𝑡𝑒𝑑_𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 + 3 × (𝜇𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑙𝑎𝑡𝑡𝑖𝑐𝑒 𝑎𝑡𝑜𝑚 − 𝜇𝑑𝑜𝑝𝑎𝑛𝑡)]            (5-4) 

where, 𝐸𝑠𝑢𝑏 is the substitution energy, 𝐸𝑠𝑢𝑏𝑠𝑡𝑖𝑡𝑢𝑡𝑒𝑑_𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 is the final energy after 

substitution, 𝐸𝑢𝑛𝑠𝑢𝑏𝑠𝑖𝑡𝑢𝑡𝑒𝑑_𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 is the initial structure without ion substitution, 

𝜇𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑙𝑎𝑡𝑡𝑖𝑐𝑒 𝑎𝑡𝑜𝑚 − 𝜇𝑑𝑜𝑝𝑎𝑛𝑡 is the chemical potential difference between the dopants and the 

previous lattice atom. For both Sr and Li A-sites substituted structure. In both cases, the 
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difference between the highest and the lowest energy configurations is less than 0.25 eV per 

LaMnO3 formula. Since we have already captured all the distinct configurations by symmetry in 

figure 5-3, we do not need a larger supercell to capture any other new configurations. 

 
A 

 

 
B 

 

Figure 5-3. Original La(A)-sites and Mn(B)-sites in orthorhombic supercell and 

crystallographically distinct arrangements for A and B substitutions.  
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Figure 5-4. Substitution energy for Sr, Li and Al, In at various combinations of sites in LaMnO3. 

 

To evaluate the impact of different configurations on oxygen vacancy formation energy 

values, we calculate vacancy formation energies of the five unique configurations of the dopants 

and for all the unique oxygen sites around these dopants for Sr and Li substitution on the A site. 

As Figure 5-5 shows, for each of the five configurations of cation dopants, there is a relatively 

wide range of values of the oxygen formation energy. However, these ranges are reasonably 

similar for all five cation configurations. Moreover, since our aim is to merely identify candidate 

compositions with defect formation energies in the window of 2.5 to 4.0 eV, we conclude that we 

do not need to calculate the oxygen vacancy formation energy based for all of the different cation 

configurations. The lowest energy and highest energy configurations may reflect the most ideal 

conditions or the worst conditions, respectively. We will choose the configuration with the 
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middle value of substitution energy to perform all subsequent calculations, as this will represent 

the average level of stability and oxygen vacancy formation energy results under different 

conditions. Thus, for the other A-substitution, we just choose one configuration A1, for which the 

oxygen formation energies are marked red in Figure 5-5 to represent all other configurations in 

the following stability analysis and oxygen vacancy formation energy. For all the B-substitution, 

we just choose one configuration B3, for which the oxygen formation energies are marked red in 

Figure 5-5. For the case of Li, while there are some points in the range of 2.5-4.0 eV, most are 

below 2.5 eV, meaning that this is not a good candidate material for water splitting. For Al and 

In, although some of the points are higher than 4.0 eV, however, they others are still between 2.5-

4.0 eV which means we can still take them into our consideration. 

 

     
 

Figure 5-5. Oxygen vacancy formation energy under unique five configurations for Li, Sr, Al 

and In substituted structures. 
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5.3.2 Binary Phase Stability 

We first validate our methodology for phase stability by performing stability analysis for 

a binary material and a ternary material before finally moving to the quaternary substituted 

compositions. For the binary compositions, we select manganese oxides as our starting point. In 

two dimensions, the Eq. 5-1 yields relationships ∆𝜇𝑂 and ∆𝜇𝑀𝑛 relationships for the various 

oxides phase diagram in Figure. 5-6: 

 
 

Figure 5-6. Phase diagram of Mn oxides in ∆𝜇𝑂 and ∆𝜇𝑀𝑛 space. 

 

Thus, different Mn oxides are stable within different range of ∆𝜇𝑂. Applying Eq. 5-3, for 

each ∆𝜇𝑂 value, we can plot the relationship between temperature and oxygen partial pressure. 

This results in a phase diagram in oxygen partial pressure (P) and temperature (T) space [69]. 

Figure 5-7 (a) show the resulting phase diagram. We can compare the predicted stability line 

between Mn and MnO with the published Ellingham diagram. [70]. Figure 5-7 (b) shows our 

predicted P-T value and Ellingham values. As we expect, for high temperatures and low oxygen 

partial pressures, metallic Mn is stable. As the temperature decreases and/or the oxygen partial 

pressure increases, the manganese is progressively oxidized to form MnO, Mn3O4, Mn2O3 and 



 

85 

finally MnO2. The predicted temperature and pressure of the oxidation of Mn to MnO can be 

compared to the well-established Ellingham diagram. The difference between the DFT 

calculations and the experimental Ellingham diagram is around 50 K, which can be explained by 

the known limitations in the accuracy of DFT calculations, typically up to a few tens of meV 

energy. We cannot find a higher oxygen partial pressure because the highest partial pressure 

value in the Ellingham diagram is somewhere between 10-12 and 10-10  atm. Figure 5-7 (c) shows 

the error between our predicted value and Ellingham values.  

 
 

                (a) 

 

 
(b)                                                                         (c) 

 

Figure 5-7. predicted phase diagram in P and T space, the Ellingham P-T value and the error 

between predicted value and Ellingham values 
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From the trend in Figure 5-7 (c),  we expect the error between DFT predicted values and 

experimental values to  range from 0-50 K as the pressure increases. With equation 5-1, we can 

get ∆𝜇𝑂= -4.837 eV under 10-12  atm oxygen partial pressure based on the Ellingham predicted 

temperature and  ∆𝜇𝑂= -4.680 eV based on our predicted temperature range. The error is about 

0.153 eV which is reasonable compared to the error given by FERE method which is 0.05 

eV/atom. [22] We do not need to concern about the error trends in Figure 5-7 (c) that the error 

may be crazy large when we increase the oxygen partial pressure to be as high as 10-6 to 10-4 

atm. The reason is that DFT is a 0 K method and all the calculations here are in MnO which will 

not change DFT error at all. The temperature error between our predicted value and Ellingham 

value will be about 60 K when we transfer 0.153 eV ∆𝜇𝑂 difference to temperature difference 

under 10-4 atm. Based on this, we are confident that our methodology can give good prediction 

on stable temperature window of a given system. 

5.3.3 Ternary Phase Stability 

The approach to analyzing the ternary system is identical to that of the binary system, but 

in three dimensions of chemical potential space. However, using Eq. 1 we can determine ∆𝜇𝑂 in 

terms of ∆𝜇𝐿𝑎 and ∆𝜇𝑀𝑛, thereby reducing the three dimensions to two dimensions of chemical 

potentials space. This makes it easier to visualize and to analyze. The resulting phase diagram in 

∆𝜇𝐿𝑎 and ∆𝜇𝑀𝑛 space in Figure 5-8 (a) show the stable LaMnO3 phase as well as other 

neighboring phases. The stable LaMnO3 phase will be in the range of ∆𝜇𝑂 =-2.959 eV to -0.391 

eV. Again, we can transform from ∆𝜇𝑂 space to pO2 and T space, enabling us to identify the 

stable LaMnO3 region as a function of temperature and partial pressure. Figure 5-8 (b) shows the 

range of stability of LaMnO3 in P and T space. In the pO2 range of 10-3 -10-6 atm, which is 

applicable to water splitting, LaMnO3 is the stable phase from ~250 K to more than 2000 K. This 



 

87 

lower limit is not a concern since although LaMnO3 may be thermodynamically unstable at low 

temperatures it is likely kinetically stable. This finding is in accord with the previous study 

which demonstrated stability up to the highest temperature explored, which was 1800 K. [71]  

 

 

(a)                                                                                  (b) 

 

Figure 5-8. Phase diagram of La-Mn-O ternary system projected in ∆𝜇𝑀𝑛 and ∆𝜇𝐿𝑎 space and  

stability region of LaMnO3 in oxygen partial pressure and temperature space. 

 

5.3.5 Quaternary Phase Stability 

We follow the same approach to the quaternary La-Aʹ-Mn-O and La-Mn-Bʹ-O phase 

stability analysis where Aʹ and Bʹ are substituted on the A and B sites respectively. The 4-

dimensional phase diagram cannot be visualized 2D. However, we can still determine the range 

of ∆𝜇𝑂 value that for which the substituted LaMnO3 is stable by Equations 5-1 and 5-2 and then 

transfer that to P, T space by Equation 5-3 to identify the stable temperature window. Figure 5-9 

shows the P-T phase diagram of Sr substituted and Al substituted LaMnO3. Sr substitution case 

is on the  left site and Al substitution case is on the right site. 
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Figure 5-9. Stability region of substituted LaMnO3 in oxygen partial pressure and temperature 

space  

 

The black bars in Figure 5-10 show the temperature window predicted under 10-4 atm 

(experimental condition in reduction process) oxygen partial pressure to give stable substituted 

phases.  

 
 

Figure 5-10. Predicted temperature window under 10-4 atm oxygen partial pressure of substituted 

LaMnO3 compared to their working temperatures in previous literature [12,72–75] 
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Left part with blue background is the composition with A-sites substitution and the other 

orange part is the composition with B-sites substitution; Black bars the predicted stability 

window and short red bar are experimental working temperatures. Compositions indicated by 

blue circles are predicted to be unstable. The blue circle denotes compositions that are not 

predicted to be stable. The orange bars denote temperature ranges over which these materials 

have been shown experimentally to be stable. It can be safely presumed that these materials are 

also stable at lower temperatures. Moreover, the experiments were not designed to determine the 

upper stability temperature, so it is likely that they are stable up to somewhat high temperatures 

also, although the precise limits are not known. Thus, the actual range of stability may be much 

wider.   The computational results are consistent with the experimental results for the Ca, Sr and 

Ba substituted systems. However, in four cases there is qualitative disagreement in that the 

experiments predict stability at 1000 K or more whereas the calculations predicts either a much 

lower maximum stability temperature (Na), or that the quaternary will be unstable (K, Al, Ga). 

Possible reasons for this disagreement may be:  

(1) Some of the substituted structure recorded by previous literature is not for water splitting 

applications and their working oxygen partial pressure is at 1 atm which is much higher than 

what we used in the water splitting application. As can be seen from Fig. 5-8b, the upper 

limit of the stability range decreases markedly with decreasing partial pressure.  

 

(2) PBE level DFT calculations have well-documented limits to their precision. To probe the 

discrepancy in terms of the precision of the DFT results, we consider the degree of instability 

of these systems, specifically how far they lie above the convex stability hull. It is well-

established that DFT is not perfect in predicting stability. For example, there are a large 
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number of compositions and structures in the Materials Project database that lie above the 

convex hull yet are experimentally observed. This may indicate either that the materials are 

metastable or that the DFT calculations have limited precision. As a result, it has been taken 

as a rule of thumb that structures with energies of less than ~70 meV/atom above the convex 

hull may be experimentally relevant.[76] Therefore, to ensure that we do not miss any 

possible candidates, all compositions with DFT energies that is70 meV and less higher than 

the convex hull energy will be kept. Using that correction, we re-examine those structures 

that were found to be unstable 

 

Table 5-1. Total energy per atom difference between our calculated value and theoretical highest 

value that make the phase stable. 

 
 

As Table 5-1 shows, for four of the seven cases predicted to be unstable, most of the DFT 

calculations predict the structures to lies less than 20 meV above the convex hull. Taking this 

error into consideration by adjusting the energy to lie precisely on the convex hull, we 

recalculate the stable temperature window for these predicted to be unstable and compared them 

with previous works, as shown in Figure 5-11. This now shows temperate ranges of stability for 

Al and Ga in Figure 5-11, which now bring the DFT analysis to consistency with experiment for 

nearly all compositions. For all the group I substituted compositions, they have low upper 

stability temperatures and are be ruled out. Most of group II and III substituted structures result 

in upper stability temperatures as high as 1300-2000 K. For Ga and Al case, the lowest stable 

temperature seems to be as high as 500 K. However, the kinetics at these temperatures can be 
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expected to be relatively slow; thus, it is still worthwhile to analyze them further. Overall, we 

will keep Ca, Sr, Ba, (A-sites) Al, Ga In and Mg (B-sites) doped compositions for the following 

oxygen vacancy formation energy calculations. 

 
 

Figure 5-11. Predicted temperature window of substituted LaMnO3 in our work compared to 

their working temperature in previous literatures after considering the DFT error.  

5.3.6 Oxygen Vacancy Formation Energy 

As demonstrated in Figure 5-5, different dopant arrangements yield similar ranges of 

oxygen vacancy formation energy. Therefore, it is unnecessary to calculate the oxygen vacancy 

formation energy for all configurations of all substituted compositions. For all oxygen vacancy 

formation calculations, configuration A1 will be used for A-site substituted structures, while 

configuration B3 will be used for B-site substituted structures. We have determined the oxygen 

vacancy formation energy for all the substituted compositions that we found to be stable in the 

temperature and pressure range of interest; that is, all the group II element substituted structures 

and Al, Ga, In Mg substituted structures are analyzed. All the unique oxygen positions for each 
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of the substituted compositions are considered. For A-sites substitution, that is 16 unique oxygen 

vacancy configurations for all elements substituted structures. For B-sites substituted structures, 

there are 12 unique configurations for each element substituted structures. Filtered by the 

stability criteria, Figure 5-12 shows the vacancy formation energy value for all the potentially 

stable A and B sites substituted in LaMnO3. Blue background: A-sites substituted compositions, 

orange background: B-sites substituted compositions. Elements on x-axis means different 

elements based substituted structures. Blue dash line: 2.5-4.0 eV window; Orange dash line: 

oxygen vacancy formation energy in pure orthorhombic LaMnO3. 

 
 

Figure 5-12. Oxygen vacancy formation energy of substituted LaMnO3 

Overall, all the of these compositions can produce oxygen vacancy formation energy 

from 2.5-4.0 eV and can be considered as potential candidates for water splitting applications. 

From Figure 5-12, we see that the that the 3+ substitutions (Al, Ga and In) have higher oxygen 

formation energies than the 2+ ions (Ca, Sr, Ba and Mg) To explore whether this trend is general, 

we also calculated oxygen vacancy formation energies for the unstable structures also, see Figure 

5-13. The ratio of Mn3+ and Mn4+ is given in Figure 5-13 (a). Figure 5-13 (b) shows the oxygen 
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vacancy formation energy versus the valency of dopants. In figure 5-13 (b), lowest means the 

lowest oxygen vacancy formation energy among all the compositions under the same valency of 

dopant; mean indicates mean value of oxygen vacancy formation energy among all the 

compositions under the same valency of dopant; highest means the highest oxygen vacancy 

formation energy among all the compositions under the same valency of dopant. All the 

connection lines are for visual guide. 

 

     
                                     (a)                                                                                (b) 

 

Figure 5-13. Oxygen vacancy formation energy in all substituted compositions and the oxygen 

vacancy formation energy versus the valency of dopants  

There are two different points for 2+ states on Figure 5-13 (b) which reflects both A 

(lower point) and B (upper point) sites substitution. From Figure 5-13 we see the general trend 

that the oxygen formation energy increases when moving from valence of the substituting atom 

of 1+ to 2+ to 3+. There are higher Mn4+/Mn3+ values in composition with lower dopant’s 

oxidation states. In other words, the trend is that the oxygen vacancy formation energy increases 

as the dopant’s oxidation state decreases. The electronegativity difference between alkali ions 

and O is larger than between alkaline earth or 3+ ions and O. The bond strength should follow 
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this trend and lead to higher oxygen vacancy formation energy in alkali substituted compositions. 

However, we do not observe this trend in our results, which means we cannot explain our trend 

by different dopants around oxygen ions in this manner. However, this trend can be explained by 

considering the electron orbital configurations of Mn d-orbitals, as shown in Figure 5-14.  

 
 

Figure 5-14. Electron orbital configurations of Mn d-orbital. 

 

Mn3+ has a half-filled t2g orbital and a single unpaired electron in the eg orbital. This is 

not a stable configuration because of the one electron in eg orbital. By forming a bond with 

oxygen and sharing the electrons, there will be a half filled eg orbital which is more stable than 

the previous unpaired configuration. By contrast, Mn4+, has a half-filled t2g orbital and an empty 

eg orbital, which, is already a relatively stable configuration. This stable configuration will be 

broken when it shares electrons with oxygen to yield an unpaired electron in the eg orbital. As a 

result, the Mn3+ will form a stronger bond with oxygen than Mn4+.  Thus lower a Mn4+/Mn3+ 

ratio results in a higher oxygen vacancy formation energy. 

We also found that oxygen vacancy formation energy for different oxygen positions is 

different, even in the same substituted composition. This is closely related to the coordination 

environment of oxygen vacancy sites. If the difference in the electronegativity of the oxygen and 

the cations to which it coordinates is larger, the bond will be stronger yielding a higher oxygen 

vacancy formation energy. An example of this can be seen from group II elements A-sites 
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substituted structures; Figure 5-13 (a) shows that Ca and Sr substituted structures have a 

narrower range in oxygen vacancy formation energy values than Ba and Mg substituted 

structures. This is because the electronegativity of Ca (1.00) and Sr (0.95) is closer to the value 

of La (1.10). No matter how the coordination environment of O changes, the change of bond 

strength in Ca and Sr substituted structure will be similar to that in the pure system. The 

differences in the electronegativities of Mg (1.31) and Ba (0.89) from that of La are larger and 

the bond strength between La-O and Ba-O or Mg-O will vary m than in Ca and Sr case. Thus, 

the O vacancy formation energy will be more sensitive to the coordination environment and there 

is a wider range of formation energies. The configuration in Figure 5-15 (Red: oxygen; purple: 

manganese; dark smaller green: La; bright larger green: Ba.) also illustrates our points. We 

picked up two different oxygen positions in Ba substituted structure. 

 
                                                            (a)                                               (b) 

 

Figure 5-15. Oxygen sites with different coordination environments in Ba substituted structure.  

 

In Figure 5-15 (a), oxygen has 4 Ba and 2 Mn as its neighbors. In Figure 5-15 (b), oxygen 

has 4 La and 2 Mn as its neighbor. The electronegativity of Ba is much smaller than La which 

means the bond strength between Ba and O is much stronger than between La and O. The 

oxygen in Figure 5-15 (a) has 4 O-Ba bonds and 2 O-Mn bonds so that more energy is needed to 

create an oxygen vacancy. Indeed, the oxygen vacancy formation energy is only 2.45 eV for the 

configuration in Figure 5-15 (b) but is 3.24 eV for the configuration in Figure 5-15 (a). The size 
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of the dopants may also play a role in this part. Ca and Sr are slightly smaller and slightly larger 

than La; Mg and Ba are much smaller and much larger than the La. The larger the size difference 

between the dopants and La, the larger variance in oxygen vacancy formation energy is. This 

trend is the same as what we find in electronegativity. As a result, the electronegativity and size 

differences may act in concert to determine the variance in oxygen vacancy formation energy. 

5.4 Conclusions 

In this chapter, applying density functional theory calculations, we screened substituted 

LaMnO3 for water splitting applications. Stability analysis and oxygen vacancy formation energy 

were considered as criteria to select candidates from all different substituted compounds. In 

determining the temperature and pressure range of stability, we applied thermodynamic analysis 

and the ideal gas law to predict the stable temperature range for all the compositions. In our 

analysis, Ca, Sr, and Ba A-site substitutions and Al Ga, In, and Mg B-site substitutions result in 

temperature stability up to ~2000 K; the compositions were therefore used for further analysis. In 

vacancy formation energy calculations, we find all of these compositions produce oxygen 

vacancy formation energy in 2.5-5.0 eV. We found that the value of oxygen vacancy formation 

energy is related to the coordination environments and the oxidation states of substituted 

elements. That is, the deviation of oxygen vacancy formation energy between different vacancy 

sites under the same substituted structure decreases as the decreasing of difference in 

electronegativity between La and other neighbors of oxygen. Also, the oxygen vacancy 

formation energy increases as the increasing of the valence of substituted elements. These 

interesting findings can be doping strategies for controlling the vacancy formation energy in 

perovskite materials in water splitting or other different applications. 
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CHAPTER 6 

DOPED PYROCHLORE MATERIALS FOR WATER SPLITTING BY DENSITY 

FUNCTIONAL THEORY CALCULATIONS 

6.1 Background 

The appeal of the perovskites for water splitting applications, among others, is the wide 

range of compositions that are available and the ease of doping. However, perovskites are not the 

only class of materials that have this potential. We will thus extend our analysis to pyrochlore 

structures, A2B2O7. Pyrochlore is a cubic structured phase with the structural formula 

VIIIA2
VIB2

IVX6
IVY and space group Fd−3 m (No. 227), which is distinguished from fluorite (AX2) 

by two unique cation sites and vacancies on one-eighth of the anion sites; both cations and anion 

vacancies adopt an ordered arrangement. A-site cations are eightfold coordinated and, as a 

consequence of the anion vacancies, the coordination of the B-site is reduced from eightfold to 

sixfold. The pyrochlore structure is chemically flexible and possesses the capacity to incorporate 

a wide range of elements. The likelihood of pyrochlore formation is affected by the ionic radii of 

the A- and B-site cations (typically rA=0.087–0.151 nm and rB=0.040–0.078 nm) and their ratio 

(rA/rB).[77] This class of materials is chosen as fertile ground for possible third generation 

candidate solar -thermal materials for several reasons: (i) the pyrochlores can be considered as 

defect-fluorite structures, resembling CeO2-x; (ii) the pyrochlore structure has a vacant site that 

would be occupied by an oxygen atom in the fluorite structure. The presence of this vacant site 

can be expected to enhance oxygen diffusion; (iii) as ternary oxides, they have similar chemical 

diversity as the perovskites with the A site generally being a large 3+ ion and the B site being a 

smaller 4+ ion. The incorporation of multivalent atoms allows the tuning of the off-stoichiometry 

in a manner analogous to that in the perovskites. In this chapter, we will apply the same 

methodology as used in Chapter 5 to screen various pyrochlore compositions. 
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6.2 Methodology 

6.2.1 Density Functional Theory (DFT) Calculations 

We used the same DFT parameters as discussed in Section 5.2.1. However, the FERE 

values for lanthanides have only been determined for La and Ce. We have fitted the FERE value 

for them and will discuss them in detail in Section 6.3.1.  

6.2.2 Pyrochlore Structure  

Figure 6-1 (Eu2Ti2O7 as an example; purple atoms: Eu; light blue atoms: Ti; red atoms: 

oxygen) shows the conventional unit cell of pyrochlore which contains 8 formula units and a 

total of 88 atoms. This relatively large unit cell means that it would be computational expensive. 

To save computational cost, we can use a Niggli-Reduced Cell of 22 atoms (two formula units) 

to do all the following calculations, as shown in Figure 6-2 (purple atoms: Eu; light blue atoms: 

Ti; red atoms: oxygen) 

 
 

Figure 6-1. Pyrochlore conventional unit cell 

 
 

Figure 6-2. Pyrochlore Niggli-Reduced Cell. 
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We dope the various pyrochlore compositions with Li Na K Rb Mg Ca Sr Ba In on the A 

sites because it has been shown that the conductivity can be enhanced by doping on the A-site 

through doping and change was seen by altering the B-site.[78] This implies that only A sites 

substitution actually impacts oxygen vacancy diffusion.  There are 4 A-sites in the primitive cell, 

but they are crystallographically identical. In our studies, we sill substitute one of these for A 

atoms, corresponding to 25% substitution.  

6.2.3 Stability analysis  

Unlike La and Ce, the FERE values for lanthanide elements such as Eu, Gd, Sm, and Nd are not 

available. Therefore, we need to first fit FERE values for these elements. In addition, the NREL 

database does not include compounds based on these lanthanides. To address this issue, we 

searched through the Materials Project database [51] to find the structure of all possible 

compounds based on these lanthanides. We used the same DFT settings as in the Materials 

Project to calculate their total energy per atom and performed a stability analysis.  

6.2.4 Oxygen Vacancy Formation Energy Calculations  

We consider all unique oxygen positions based on a substituted primitive cell. Oxygen vacancies 

are created on these sites, and we calculate the oxygen vacancy formation energy using the same 

criteria of 2.5-4.0 eV as in Chapter 5. We compare this value with the formation energy 

calculated for the primitive cell without any atom substitution to study the impact of dopants on 

oxygen vacancy formation energy. 

6.3 Results and Discussion 

6.3.1 FERE Fitting of Lanthanide Elements 

The first step to fit the FERE value of lanthanides, taking Gd as an example, is to find all the 

common compounds based on the Gd and find their experimental enthalpies of formation. 

Assuming the FERE value for Gd is Δμ
 𝐺𝑑
 𝐹𝐸𝑅𝐸

 and taking Gd2O3 as an example, the error between 
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experimental enthalpy of formation and our calculated enthalpy of formation with Δμ
 𝐺𝑑
 𝐹𝐸𝑅𝐸

 can 

be expressed using equation 6-1: 

Error=∆𝐻𝑒𝑥𝑝
/𝑎𝑡𝑜𝑚−[𝐸𝐷𝐹𝑇/𝑎𝑡𝑜𝑚 −

(2×Δμ 𝐺𝑑
 𝐹𝐸𝑅𝐸+3×Δμ 𝑂

 𝐹𝐸𝑅𝐸)

5
]                                                          (6-1) 

∆𝐻𝑒𝑥𝑝
/𝑎𝑡𝑜𝑚 is the experimental enthalpy of formation per atom. 𝐸𝐷𝐹𝑇/𝑎𝑡𝑜𝑚 is the calculated 

DFT total energy per atom for the compound. Δμ
 𝐺𝑑
 𝐹𝐸𝑅𝐸

 is the FERE value for Gd. Δμ
 𝑂
 𝐹𝐸𝑅𝐸

 is the 

FERE value of oxygen which is already known as -4.76 eV. Our objective is to find a Δμ
 𝐺𝑑
 𝐹𝐸𝑅𝐸

 

value that can minimize the root of mean square error (RMSE) across all the enthalpy of 

formation of common compound based on Gd. We found that the RMSEminimum = 0.032 eV 

when Δμ
 Gd
 FERE

 = -13.00 eV. Table 6-1 shows the experimental enthalpy of formation and 

calculated value for all the common compound based on Gd. The difference (error) and RMSE 

between experimental data and calculated data are also listed.  

Table 6-1.  Experimental enthalpy of formation, calculated enthalpy of formation, the difference 

between experimental data and calculated data, RMSE for Gd-based compounds. 

 

With the same methodology, we can fit the FERE value for Nd, Eu and Sm. Table 6-2 to 6-4 

shows the experimental enthalpy of formation and calculated value for all the common 

compound based on Nd, Eu and Sm, the difference (error) and RMSE between experimental data 

and calculated data. Table 6-5 shows the FERE value for these lanthanides. 
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Table 6-2. Experimental enthalpy of formation, calculated enthalpy of formation, the difference 

between experimental data and calculated data, RMSE for Nd-based compounds. 

 
 

Table 6-3. Experimental enthalpy of formation, calculated enthalpy of formation, the difference 

between experimental data and calculated data, RMSE for Eu-based compounds. 

 

Table 6-4. Experimental enthalpy of formation, calculated enthalpy of formation, the difference 

between experimental data and calculated data, RMSE for Sm-based compounds. 

 
 

Table 6-5. Fitted FERE values, Δμ
 
 𝐹𝐸𝑅𝐸

 , for Gd Nd Eu and Sm 

 

 

6.3.2 Stability Analysis 

We have screened all the pyrochlore compositions in Table 6-6. For Eu2Ti2O7, due to 

charge balance concerns, we opted to substitute group III elements exclusively on the Eu sites. 

As the highest oxidation state for Ti is 4+, it limits our ability to substitute Eu3+ ions with +1 and 

+2 oxidation states on the A-sites. Including such ions would result in an insufficient number of 



 

102 

positive charges to offset the overall negative charge. Considering that Al and Ga are too small 

to fit in the A-sites, our doping choice in this scenario is limited to In. For all other pyrochlore 

compositions, we substituted Li Na K Rb Mg Ca Sr Ba on the A sites. The temperature stability 

ranges of all the compositions are in Table 6-6. As discussed in Chapter 5, 70 meV error from 

GGA-PBE level of calculation is considered for each composition. 

Table 6-6. Stability analysis of selected substituted pyrochlores in Kelvin. 

 

As in Chapter 5, the green shading in the diagram indicates compositions that are 

predicted to be stable within a favorable temperature range for water splitting application. The 

orange area indicates the predicted stable temperature range may be suitable for water splitting 

application. The red area, which includes a temperature range, suggests that the composition is 

predicted to be stable but not suitable for water splitting. Finally, the pure red area, without any 

temperature range, indicates that the composition is not predicted to be stable. In addition to 

those highlighted in green, the composition marked with orange background indicates that they 

have not been experimentally observed yet. Composition with red background indicates that it 

has been reported  to be unstable experimentally [79]. The composition with green background 

indicates that they have been synthesized in the lab before [80].  

6.3.3 Oxygen Vacancy Formation Energy Calculations 

We screened oxygen vacancy formation energy for all the green and yellow marked 

compositions in Table 6-6. The results for oxygen vacancy formation energies are in Figure 6-3. 
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Blue dash line shows energy criteria 2.5-4.0 eV. Orange dash line shows oxygen vacancy 

formation energy in unsubstituted compounds. Notice that there are different scales in the 

various panels. As before, the 2.5 to 4.0 eV target range is delineated by the blue dashed lines; 

the orange dashed line is the oxygen formation energy in the pure system. 

 
 

Figure 6-3. oxygen vacancy energy for selected pyrochlore compounds. 

 

According to Figure 6-3, substituting atoms can reduce the vacancy formation energy 

relative to the pure system. The oxygen vacancy formation energy in Nd2Mo2O7 is too high, 

making it difficult to generate oxygen vacancies during the water splitting reduction process. 

Although oxygen vacancy formation energy in Gd2Mo2O7 and Eu2Mo2O7 are above 4.0 eV. 

There are still many points very close to 4.0 eV which means we can still keep them as potential 

candidates. Regarding Ce2Ti2O7, compositions with Li, Na, or K substitution appear to be good 

candidates. As for Eu2Mn2O7, compositions with substitution of Li, Na, Mg, Sr, and Ba are 

potential candidates. In the case of Eu2Ti2O7, although we have also calculated compositions 

with Al and Ga substitution, the sizes of Al and Ga are too small to fit in the A-sites, so we can 
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rule them out. Substitution with In results in an oxygen vacancy formation energy within the 

target range and can be considered as a candidate. Since Eu2Mo2O7 have not been experimental 

observed and Ce2Ti2O7 is reported to be unstable [79], we can propose Eu2Ti2O7 and Gd2Mo2O7 

for experimental study [80]. 

6.4 Conclusion 

In this chapter, we conducted a screening of stability and oxygen vacancy formation 

energy in several pyrochlore materials. We fitted the FERE value for Gd, Nd, Eu, and Sm and 

used these values for stability analysis. Based on the stability analysis, we identified six 

pyrochlore compositions and selected them for oxygen vacancy formation energy calculations. 

After the vacancy formation energy calculations, we determined that Gd2Mo2O7 with Li, Na, or 

K substitution, and Eu2Ti2O7 with In substitution are potential candidates for water splitting 

applications. 
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CHAPTER 7 

SUMMARY AND CONCLUSIONS 

This dissertation investigates several materials for new clean energy applications. First, 

DFT simulations are used to understand selectively Cs+ ions sequestration by both non-hydrated 

and hydrated Cu-HCF. This helps us to have a solid understanding of why Cs+ is favored by Cu-

HCF against other alkali ions such as K+ and Na+, indicating a path for the use of HCF to 

sequester Cs+ from nuclear waste. Second, DFT simulations are employed to identify substituted 

perovskite and pyrochlore materials suitable for water splitting applications. These simulations 

utilize stability and oxygen vacancy formation energy filters to assess the potential of different 

candidates. As a result, several promising materials are identified as contenders for water 

splitting applications. 

In Chapter 3, The influence on Cu-HCF lattice distortion, energetics, structure stabilities 

and electronic structures caused by Cs+ incorporation has been characterized. From DFT 

calculations, there is much smaller lattice distortion caused by the Cs+ in defected Cu-HCF 

compared to the other two alkali ions. Analysis of the alkali ion incorporation energy and ion 

exchange energy showed that Cs+ incorporation is more thermodynamically favorable than K+ 

and Na+. It was also found that Cs+ reinforces the Cu-HCF structures by strengthening the metal-

ligand bond. The increased overlap area of transition metal and ligand peaks as the number of 

Cs+ being incorporated increases was also indicative of Cs+ incorporation strengthening the 

metal-ligand connection. This is verified by experiment. Further, the densities of states also 

reflect the change of the magnetic moment of transition metals resulting from the reduction 

process happening in transition metals. All the calculations demonstrate that Cs+ incorporation in 

Cu-HCF is favorable compared to other alkali ions such as K+ and Na+. The intrinsic magnetic 
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properties of the empty Cu-HCF framework suggest that uniform and stable colloidal dispersions 

that can absorb more Cs+ ions may be created by magnetic dispersion. 

In Chapter 4, we have investigated the distribution of water molecules within the 

hydrated Cu-HCF framework and their impact on alkali ion incorporation energy and alkali ion 

exchange energy. Our theoretical calculations suggest that the maximum number of water 

molecules in the hydrated Cu-HCF is 18. Furthermore, we found that coordinated water is 

preferred when there is only one water molecule in the framework, whereas zeolitic water 

molecules are favored when there is more than one water molecule present. Coordinated water 

molecules will also form due to limited space for zeolitic water when the number of water 

molecules inside the framework is high. Our results also indicate that K+ and Cs+ ions tend to 

occupy the 8c sites, while Na+ ions prefer the center of the framework after structural relaxation 

following alkali ion incorporation. Additionally, we found that water molecules decrease the 

alkali ion incorporation energy, making it more energetically favorable, and increase the ion 

exchange energy, making it less energetically favorable. 

In Chapter 5, applying density functional theory calculations, we screened substituted 

LaMnO3 for water splitting applications. Stability analysis and oxygen vacancy formation energy 

were considered as criteria to select candidates from all different substituted compounds. In our 

stability analysis, Ca, Sr, and Ba A-site substitutions and Al Ga, In, and Mg B-site substitutions 

result in temperature stability up to ~2000 K; the compositions were therefore used for further 

analysis. In vacancy formation energy calculations, we find all of these compositions produce 

oxygen vacancy formation energy in 2.5-5.0 eV. We found that the value of oxygen vacancy 

formation energy is related to the coordination environments and the oxidation states of 

substituted elements. That is, the deviation of oxygen vacancy formation energy between 
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different vacancy sites under the same substituted structure decreases as the decreasing of 

difference in electronegativity between La and other neighbors of oxygen. Also, the oxygen 

vacancy formation energy increases as the increasing of the valence of substituted elements. 

These interesting findings can be doping strategies for controlling the vacancy formation energy 

in perovskite materials in water splitting or other different applications. 

In Chapter 6, we conducted a screening of stability and oxygen vacancy formation energy 

in several pyrochlore materials. We fitted the FERE value for Gd, Nd, Eu, and Sm and used 

these values for stability analysis. Based on the stability analysis, we identified six pyrochlore 

compositions and selected them for oxygen vacancy formation energy calculations. After the 

vacancy formation energy calculations, we determined that Gd2Mo2O7 with Li, Na, or K 

substitution, and Eu2Ti2O7 with In substitution are potential candidates for water splitting 

applications. 
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