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Zirconium Metal-Organic Frameworks (Zr-MOFs) have been widely used as ion 

adsorbents for the removal or extraction of toxic and/or radionuclide species from 

aqueous solutions. However, the mechanisms by which uranyl ions (UO2
2+) interact with 

Zr-MOFs have not been established. In this work, the nature of the bonding of uranyl 

ions with a Zr-MOF was determined using density functional theory (DFT) for nineteen 

structurally distinct candidate complexes. The most stable structure involved the 

coordination of the uranyl cation and two structurally distinct oxygens in the Zr-MOF 

metal node. It was also found that a higher degree of deprotonation in Zr-MOF 

correlated with higher binding energy between the Zr-MOF and uranyl cations. These 

insights can aid in the design of Zr-MOFs with optimized features for efficient capture of 

uranyl cations. 

DFT was also used to determine the interactions of cerium, americium, and 

curium cations with crown ethers. Our calculations reveal that the modeled structure of 

cerium integrated within the crown ether is in good agreement with experimental data. 

Our results demonstrate that crown ethers can also bind americium and curium, 
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providing insights into the potential applications of crown ether in radionuclide 

sequestration. Finally, the impact of the modification of the skeleton of the crown ethers 

through substitution of nitrogen atoms for oxygen atoms is found to significantly 

increase the radionuclide binding energies. These findings provide insights into the 

potential for the use of organic linkers such as crown ethers in MOFs to address 

radionuclide sequestration. 

A systematic investigation of 11 possible configurations of the intercalation of 

ferrocene into vanadyl phosphate, VOPO4, revealed the existence of 8 structurally 

distinct configurations. Among these configurations, the most stable was determined to 

be that of ferrocene intercalated between a vanadium and oxygen-vanadium site, with 

the carbon-hydrogen apex from the cyclopentadienyl rings facing the vanadium atom, 

and the axis of ferrocene rotated by 45° respective to the [100] direction of the (001) 

plane of the VOPO4. Charge density distributions indicated a charge transfer between 

iron and vanadium, supporting the preference for ferrocene to intercalate between a 

vanadium and an oxygen-vanadium site rather than on a phosphorus site. When 

intercalated on the vanadium site, ferrocene adopts an eclipsed arrangement, while it 

adopts a gauche arrangement on a phosphorus site.
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CHAPTER 1 
INTRODUCTION 

1.1 Overview and Motivation 

In the modern era, the world has seen an unprecedented rise in demand for 

energy due to growing populations, industrialization, and the ubiquity of technology in 

daily life. In Figure 1-1, this escalating hunger for power has pushed our traditional 

energy resources, primarily fossil fuels, to their limits. The burning of coal, oil, and gas 

not only depletes finite reserves but also contributes to environmental challenges like air 

pollution and climate change. This confluence of dwindling resources and environmental 

implications presents us with what is termed the "Global Energy Crisis." 

 
 
Figure 1-1. Energy consumption from 1800-2022. (Copied from weblink: 

https://ourworldindata.org/energy-production-consumption#global-energy-
consumption) 
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Nuclear energy plays a pivotal role in tackling our ongoing energy challenges. Its 

ability to generate substantial power without emitting greenhouse gases has led to 

considerable progress in creating a cleaner, low-carbon energy source. Modern 

reactors, complemented by potential breakthroughs such as fusion technology, present 

a viable alternative to fossil fuels. With the rapid growth in the demand for clean energy, 

the use of nuclear power is expected to continue to increase.1,2 Therefore, the 

management of used nuclear fuel remains as relevant as ever.  

However, the sequestration and storage of radioactive waste, chiefly from 

nuclear reactors and other nuclear processes (e.g., nuclear weapon decommissioning), 

is an ongoing challenge.3 The radioactive byproducts resulting from nuclear reactions 

persist for thousands of years and need meticulous containment to prevent 

environmental contamination in Figure 1-2. High-level radioactive waste, especially from 

spent fuel rods, demands highly specialized storage facilities. These facilities must 

ensure that no radiation leaks into the surrounding environment, posing risks to both 

human health and ecosystems.4,5 

The secure storage of high-level nuclear waste is a pressing concern in today's 

world. Research in this realm is burgeoning, with efforts focused on identifying and 

engineering optimal materials for this critical task. Recent studies have illuminated the 

potential of hierarchical materials, tailored both at molecular and crystallographic scales, 

to selectively encapsulate specific radionuclides.6 Hierarchical structures can be simply 

defined as materials with structural motifs spanning multiple length scales. This 

category embraces diverse materials, including salt inclusion compounds, metal-organic 

frameworks (MOFs), porous silica, and surface-functionalized nanoparticles. In this 
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investigation, we focus on the utility of MOFs as potential vessels for confining 

radionuclides. 

 
 
Figure 1-2. The radioactive decay of actinide elements. (Copied from weblink: 

https://world-nuclear.org/information-library/nuclear-fuel-
cycle/introduction/physics-of-nuclear-energy.aspx) 

Concurrently, efficient energy storage is crucial for resolving the energy crisis. 

Lithium batteries, the most prevalent form of energy storage, are integral to our daily 

lives, powering devices like smartphones and electric vehicles.7 Yet, as with all 

technologies, they possess inherent challenges that must be tackled for a holistic 

solution. Their capacity and longevity still need enhancements to meet the rising global 

energy demands. Some of challenges lie in the battery's cathode and anode 

materials.8,9 Currently, most lithium-ion batteries use a combination of materials, such 

as lithium cobalt oxide (for cathodes)10 and graphite (for anodes).11 These materials, 

while effective, have limitations in terms of energy density, cycle life, and safety. 

Overcoming these limitations necessitates the development of new materials that can 

store more lithium ions or allow for faster movement of these ions without degrading 

quickly or posing safety risks. 
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In the relentless pursuit of advancing battery technology, researchers are delving 

into alternatives beyond the conventional. Silicon anodes12 have emerged as a 

promising contender, boasting a theoretical capacity to house more lithium ions than 

graphite. On the other side of the battery, cathodes constructed from materials like 

lithium iron phosphate13 and lithium manganese oxide14 are drawing attention for their 

potential merits in durability and safety. Recently, vanadyl phosphate15 has entered the 

spotlight in the battery arena. Its unique properties and potential performance metrics 

position it as a potential game-changer in the next generation of energy storage 

solutions. 

1.2 Metal-Organic Frameworks  

Metal-Organic Frameworks (MOFs) are a class of crystalline materials comprised 

of metal ions or clusters coordinated to organic ligands. This arrangement forms a 

repeating network, giving rise to a porous structure. The metal ions act as nodes or 

joints, while the organic ligands serve as links or connectors. This unique arrangement 

creates a vast array of potential framework topologies, ranging from simple cubic or 

tetragonal to more complex structures.  

MOFs offer a compelling solution for nuclear waste management. These 

structures can be tailored to selectively capture specific radionuclides like technetium 

(Tc) or uranium (U) due to their customizable organic linkers and metal centers. With 

their vast surface area and porous nature, they can hold substantial amounts of 

radioactive materials. Moreover, some MOFs are resilient to the heat from radioactive 

decay and resist radiation damage. Their modularity also enables the integration of 

various functional groups, making them adaptable not only for radionuclide capture but 

also for subsequent processing and long-term stability.  
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In the work of zur Loye et al.,6 as depicted in Figure 1-3, the potential of MOFs in 

capturing nuclear waste is explored in depth. They identified four strategies. First, the 

metal nodes in MOFs are leveraged to interact directly with actinide cations, acting as a 

primary trap for radionuclides. Second, the organic ligands are modified, enhancing 

their capability to bind more effectively with actinides. The third strategy, 

transmetallation, entails strategically replacing the intrinsic metal ions within MOFs with 

actinide ions, thereby capturing the radionuclides. Last, by fine-tuning the MOF's pore 

sizes and integrating select organic ligands, the structures can be optimized to 

selectively trap actinide cations. Collectively, these distinct approaches illustrate the 

versatility and potential of MOFs as a promising solution for nuclear waste 

management. In this study, our primary emphasis will be on the first three methods, 

which correspond to Chapters 3 to 5.  

 
 
Figure 1-3. The strategies of MOFs to capture nuclear waste. (Reproduced from zur 

Loye, H.-C. et al., Chem. Mater. 30(14), 2018.6 ) 
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1.3 Vanadyl Phosphate Material  

In the quest to develop high-performance, durable, and sustainable energy 

storage solutions, researchers and scientists are constantly exploring novel materials 

with unique electrochemical properties. One such compound that has garnered 

significant attention in recent years is vanadyl phosphate (VOPO₄).16,17 Rooted in its 

distinct chemical properties and structural features, vanadyl phosphate offers great 

potential in the realm of battery technology18,19 in Figure 1-4. The specific capacity of 

VOPO4, when used as the cathode material for alkali-ion batteries, falls within the 

typical range of 150-200 mAh/g.20 Yet, even after 500 charge cycles, it retains 90% of 

its capacity for lithium and 73% for sodium.21  

 
 
Figure 1-4. The specific capacity of alkali-ion batteries with VOPO4 as the cathode. 

(Adapted from Zhu et al. Nano letters, 16, 201621)  
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Vanadium, known for its multivalent nature, allows for multiple electron transfer 

processes, making its compounds favorable candidates for energy storage. VOPO4 

exploits this property, exhibiting excellent reversibility and stability during charging and 

discharging cycles.22 

The application of vanadyl phosphate in batteries stems from its potential to 

bridge the gap between the energy density of traditional lithium-ion batteries and the 

cycling stability of capacitive materials. Furthermore, the compound's ability to operate 

safely under a broad range of temperatures and its resistance to thermal runaway — a 

major safety concern in many battery types — sets it apart.19 

1.4 Outline  

This dissertation is structured as follows: Chapter 2 details the computational 

methodologies employed. In Chapter 3, we explore the interaction mechanisms 

between uranyl cations and zirconium-based MOFs metal nodes by using various levels 

of DFT methods. Our findings indicate a direct correlation between the extent of Zr-MOF 

deprotonation and the binding energy with uranyl cations. Simply put, solutions with 

higher pH values are more efficient in capturing uranyl cations. In Chapter 4, we explore 

the binding of cerium, americium, and curium nitrates into 18-crown-6 ether, a type of 

organic ligand used in MOFs. The DFT simulation results presented are in agreement 

with experimental data. In addition, we observe that substituting oxygen atoms in the 

skeleton of 18-crown-6 ether with nitrogen leads to a significant increase in the binding 

energy between radionuclides and the crown ether. In Chapter 5, we explore the 

substitution of uranium with thorium. Based on these findings, we predict the existence 

of uranium/plutonium transmetallation. Consequently, from a theoretical perspective, the 

synthesis of a plutonium-based MOF is plausible. This suggests a novel avenue for the 
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sequestration of plutonium ions. In Chapter 6, we explore the intercalation of ferrocene 

into VOPO₄. DFT simulations indicate the most stable configurations when ferrocene is 

positioned on vanadium and phosphorous sites, respectively. The simulated results of 

charge distribution and lattice parameters are in agreement with experimental data, 

thereby affirming the robustness of the simulation outcomes. Building on these insights, 

we also investigate the optimal diffusion pathway of ferrocene into VOPO₄. Chapter 7 

concludes the dissertation by summarizing the key takeaways and providing a 

comprehensive outlook on the future prospects of our research. We underscore the 

importance of interdisciplinary collaborations between computational and experimental 

researchers to design and synthesize next-generation materials for a myriad of 

applications.
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CHAPTER 2 
METHODOLOGY 

2.1 Overview 

Atomic-scale simulations empower scientists and engineers to predict and 

comprehend the properties of materials by modeling their atomic and molecular 

configurations. Such simulations are pivotal in forecasting behaviors that are 

challenging or unfeasible to observe experimentally. 

Atomic scale simulations can be broadly divided into two main categories based 

on their treatment of explicitly electrons: classical molecular dynamics (MD) and 

quantum mechanical simulations. In MD, atoms and molecules are modeled as classical 

particles, and their trajectories are dictated by the principles of classical physics. In 

contrast, quantum mechanical simulations take into account the quantum properties of 

atoms and electrons. And thus, these quantum mechanical methods become 

indispensable when examining properties influenced by electron distributions. 

In this study, our primary focus lies in the utilization of density functional theory, a 

subset of quantum mechanical simulations. This approach is employed to probe two 

primary aspects: first, the binding mechanism between various MOFs and actinide 

cations, and second the intercalation of ferrocene within VOPO₄. Subsequent sections 

in this chapter will furnish a succinct introduction to the methods utilized in our research 

and elucidate their foundational concepts. 

2.2 Density Functional Theory 

The time-independent Schrödinger equation, see equation 2-1, is foundational to 

understanding quantum mechanics and describes how the quantum state of a quantum 

system changes over time:  
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ħ2

2𝑚
∑ ∇𝑖

2 + ∑ 𝑉(𝒓𝑖) + ∑ ∑ 𝑈(𝒓𝑖 , 𝒓𝑗)

𝑗<𝑖

𝑁

𝑖=1

𝑁

{𝑖=1}

𝑁

𝑖=1

] 𝜓 = 𝐸𝜓 
(2-1) 

In this equation, the three terms within the left brackets represent, in sequence: the 

kinetic energy associated with each electron, the interaction energy between an 

electron and a nucleus, and the interaction energy among distinct electrons. Here, the 

𝑚 is the electron mass, ħ is the reduced Planck constant, 𝐸 is the ground state energy 

of electrons and 𝜓 is the electron wavefunction. This wave function is a function 

dependent on the spatial coordinates of each of 𝑁 electrons. As the number of electrons 

increases, the variables in the wave function grow correspondingly, making the 

Schrödinger equation for systems with more than two nuclei or two electrons a many-

body problem. Therefore, treating the precise positions of electrons is impractical. 

Instead, interest lies in the probability distribution of a set of 𝑁 electrons across various 

spatial coordinates. It is more practical to consider the likelihood of a set of electron 

coordinates than the precise location of an individual electron. Consequently, a related 

metric, the electron density at a specific point in space, denoted by 𝑛(𝒓), is used. This 

allows for a reformulation of the total number of electrons as: 

𝑁 = ∫ 𝑛(𝒓)𝑑𝒓 
(2-2) 

The electron density can be expressed in terms of the individual electron wave 

functions as 

𝑛(𝒓) = 2 ∑ 𝜓𝑖
∗(𝒓)𝜓𝑖(𝒓)

𝑖

 
(2-3) 

Where the 𝜓𝑖
∗(𝒓) is the complex conjugate with 𝜓𝑖(𝒓).  
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2.2.1 Hohenberg and Kohn Theorems  

In the realm of quantum mechanics, understanding the behavior of many-

electron systems is a formidable challenge as the it is a function of the 3𝑁 variables.23 

The Hohenberg-Kohn theorem, a cornerstone of Density Functional Theory (DFT), 

offered a groundbreaking perspective on the problem by focusing on electron density 

rather than the many-body wavefunction. The Hohenberg-Kohn theorems were 

formulated by Pierre Hohenberg and Walter Kohn in 1965, and they lay the foundation 

of DFT.24  

The theorems establish two primary ideas: The ground state energy from the 

equation is a unique functional of the electron density. This implies that there is a one-

to-one correspondence between the ground-state wave function and the ground-state 

electron density. Thus, according to the first Hohenberg and Kohn theorem, the ground-

state energy 𝐸  can be expressed as a functional of the electron density 𝐸 [𝑛(𝒓)]. 

The second theorem is about the results of the functional of electron density, the 

electron density that minimizes the energy of the overall functional is the true electron 

density corresponding to the full solution of the Schrödinger equation. In other words, 

any trial density will yield an energy that is greater than or equal to the true ground state 

energy. This provides a framework for approximating the ground state energy by 

varying the electron density. 

Building on the foundation of the two preceding theorems, Kohn and Sham 

introduced the Kohn–Sham equations. This formulation encapsulates the intricate 

relationship between electron density and the system's ground-state energy. 
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[−
ħ2

2𝑚
∇2 + 𝑉(𝒓) + 𝑉𝐻(𝒓) + 𝑉𝑋𝐶(𝒓)] 𝜓𝑖(𝒓) = 𝜀𝑖𝜓𝑖(𝒓) 

(2-4) 

The difference between Equation 2-4 and Equation 2-1 is that Equation 2-4 is missing 

the summations because we have treated the electrons in terms of the electron's 

density instead individual electrons. As a consequence, the wave function variables are 

reduced from 3𝑁 to just 3, significantly simplifying the process of solving the 

Schrödinger equation. In the bracket on the left-hand side of the equation the potential, 

𝑉(𝒓),  is the interaction between electron and atomic nuclei, as in Equation 2-1; 𝑉𝐻(𝒓) is 

called the Hartree potential and is defined as:  

𝑉𝐻(𝒓) = 𝑒2 ∫
𝑛(𝒓′)

|𝒓 − 𝒓′|
𝑑3𝑟′ 

(2-5) 

The 𝑉𝐻(𝒓) the term represents the Coulomb repulsion between one of electron and total 

electron density defined by all electrons. 𝑉𝑋𝐶(𝒓)  denotes the contribution from 

exchange and correlation effects. These effects are pivotal in determining molecular 

structures, chemical reactivity, magnetic properties, and the electronic attributes of 

materials. For example, the essence of chemical bonds, especially covalent bonding, is 

inadequately captured without accounting for exchange effects. However, for a system 

comprising multiple interacting electrons, obtaining an exact solution to the Schrödinger 

equation is computationally daunting. The complexity grows factorially with the electron 

count, making the task exponentially more challenging as the number of electrons rises. 

Consequently, researchers have proposed several approaches to address this issue, 

which we'll discuss in the next section.  
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2.2.2 Exchange-Correlation Functionals 

In DFT, the total energy of a system can be expressed as a functional of the 

electron density. This energy includes kinetic energy, electron-nuclear attraction, and 

electron-electron interaction. The last component, electron-electron interaction, is 

particularly tricky due to quantum correlations and exchange effects. The exchange 

energy arises from the Pauli exclusion principle, which states that no two electrons can 

occupy the same quantum state simultaneously. The correlation energy is influenced by 

their mutual Coulombic repulsion due to the correlated motion of electrons. Over the 

years, numerous approximations of the XC functional have been proposed, each with its 

strengths and limitations in Figure 2-1.  

 
 

Figure 2-1. The Jacob’s ladder of density functional theory (Copied from weblink: 
https://awoonor.github.io/DFT/) 

The Jacob’s ladder in Figure 2-1 shows various XC functionals, increasing in 

complexity and accuracy (and computational cost) from left to right. The Local Density 

Approximation (LDA)23 is based on a fundamental concept: the exchange-correlation 

(XC) energy of a complex system is approximated as though the electron density is 

piece-wise uniform value. This implies that the electron density in two adjacent regions 

can differ, leading to a discontinuous change in value. The appeal of this approximation 

is twofold: its inherent simplicity and the well-developed understanding of the piece-wise 

uniform electron gas. Formally, the LDA for the XC energy can be articulated as: 
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𝑉𝑋𝐶(𝒓) = 𝑉𝑋𝐶
𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛 𝑔𝑎𝑠

𝑛[𝒓] (2-6) 

Where 𝑉𝑋𝐶
𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛 𝑔𝑎𝑠

 denotes the XC energy of a homogeneous electron gas with 

electron density 𝑛[𝒓].  

The Generalized Gradient Approximation (GGA)23 is an advance over the LDA. 

While the LDA employs solely the electron density value, the GGA broadens the scope 

by incorporating the gradient of the electron density, offering insights into how this 

density varies spatially. Mathematically, the GGA for the XC energy can be framed in 

the context of both the electron density, 𝑛[𝒓] , and its gradient, ∇𝑛[𝒓] as: 

𝑉𝑋𝐶(𝒓) = 𝑓(𝑛[𝒓], ∇𝑛[𝒓]) (2-7) 

In this expression, 𝑓 is a functional that captures the dependence of the XC 

energy on both the density and its spatial gradient, refining our understanding of 

electronic interactions beyond the LDA. Nowadays, the Perdew-Burke-Ernzerho (PBE)25 

and the Perdew–Wang (PW91)26 functionals are the most popular GGA functionals. In 

this research, our emphasis is on the binding energy of various components. The PBE 

functional has demonstrated superior performance compared to PW91 in this regard,27 

and therefore, we have opted to use the PBE functional.  

For enhanced precision in energy calculations, especially for the binding energy 

calculations in this work, hybrid functionals are employed. These functionals combine 

the conventional DFT exchange-correlation framework with a portion of the exact 

exchange derived from Hartree-Fock theory. Among the myriad of functionals available, 

B3LYP27,28 is particularly noteworthy. This method is widely used to calculate the 

binding energy of molecular systems. The nomenclature "B3" corresponds to the three-

parameter Becke functional delineating the exchange aspect, while "LYP" designates 
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the Lee-Yang-Parr functional attributed to the correlation facet. B3LYP's wide use stems 

from its adaptability and high precision for diverse molecular systems. Its applications 

range from investigating organic molecules to forecasting vibrational frequencies, 

reaction thresholds, and molecular configurations. 

In our study, we also utilize the double-hybrid PWPB95 functional.29 This was 

tailored using parameters from a detailed molecular dataset, ensuring its effectiveness 

in describing a diversity of molecular properties and structures. Notably, PWPB95 

excels at capturing long-range electron correlations, making it invaluable for systems 

with charge transfers, high-energy states, and significant dispersion interactions. 

2.2.3 DFT+U correction 

LDA and GGA methods encounter challenges when dealing with systems that 

have localized or strongly correlated electron behavior. This is often the case in 

transition metal oxides and rare-earth compounds, where d and f orbitals play a crucial 

role. The electron-electron correlations in localized orbitals are strong. To address this 

limitation, the DFT+U method,30 also known as the Hubbard U correction, was 

introduced. The "+U" refers to an additional term added to the DFT Hamiltonian to better 

represent the on-site Coulomb interaction of localized electrons. The mathematical 

equation is as follows: 

𝐸𝑈 =
𝑈

2
∑ 𝑛𝑖𝜎𝑛𝑗𝜎′

𝑖≠𝑗,𝜎,𝜎′

 
(2-8) 

Where 𝑈 is the Hubbard 𝑈 parameter, representing the on-site Coulomb 

repulsion. 𝑛𝑖𝜎 is the electron occupation of the localized orbital 𝑖 with spin 𝜎. In this 

context, 𝑈 is regarded as an empirical parameter. It's typically determined by matching 

theoretical calculations with experimental observations or employing more advanced 
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computational techniques, such as the linear response method. However, it's vital to 

note that DFT intrinsically accounts for certain electron correlation effects, see Equation 

2-5. Thus, when incorporating 𝐸𝑈, it's crucial to ensure that these effects aren't double-

counted, giving rise to the double-counting correction term 𝐸𝑑𝑜𝑢𝑏𝑙𝑒−𝑐𝑜𝑢𝑛𝑡𝑖𝑛𝑔. The precise 

form of this correction varies depending on the exchange-correlation approximation 

adopted in the DFT calculation. The standard approach to addressing the double-

counting problem is as follows: 

𝐸𝑑𝑜𝑢𝑏𝑙𝑒−𝑐𝑜𝑢𝑛𝑡𝑖𝑛𝑔 = 𝑈 ×
𝑁(𝑁 − 1)

2
 (2-9) 

Recalling that 𝑁 represents the total number of electrons, and thus, the total energy for 

the DFT+U approach can be expressed as: 

𝐸[𝑛(𝒓)] = 𝐸𝐷𝐹𝑇[𝑛(𝒓)] +
𝑈

2
∑ 𝑛𝑖𝜎𝑛𝑗𝜎′

𝑖≠𝑗,𝜎,𝜎′

+ 𝑈 ×
𝑁(𝑁 − 1)

2
 

(2-10) 

The DFT+U method has been instrumental in improving the description of 

various materials, including transition metal oxides, actinide materials, high-temperature 

superconductors, and magnetic materials. It has provided insights into the electronic, 

magnetic, and structural properties of materials where standard DFT faced challenges. 

2.2.4 van der Waals Correction 

While DFT excels in modeling a wide range of phenomena, it has historically 

struggled with long-range correlations, most notably those arising from van der Waals 

(vdW) interactions. Van der Waals forces are weak, non-covalent interactions between 

molecules or atoms. Traditional DFT approximations, such as the LDA or the GGA, 

often fail to capture these interactions correctly due to their inherently local or semi-local 

nature. This shortcoming can result in significant errors when predicting molecular 
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structures, binding energies, and other properties where vdW interactions play a role. In 

this work, we used two methods to describe vdW interactions.  

The first one involves an empirical correction, in which a term is introduced to the 

DFT energy, depending on the pairwise atomic distances. The DFT-D331 methodology 

stands out in this context. In this method, a dispersion term is incorporated, anchored in 

the potentials between atomic pairs. A common expression for the DFT-D3 method can 

be written as:   

𝐸𝑑𝑖𝑠𝑝 = − ∑
𝐶𝑖𝑗

𝑅𝑖𝑗
6 𝑓(𝑅𝑖𝑗)

𝑖>𝑗

 
(2-11) 

Where 𝐸𝑑𝑖𝑠𝑝 is the dispersion correction, 𝐶𝑖𝑗 are dispersion coefficients for atom pairs 𝑖 

and 𝑗, 𝑅𝑖𝑗 is the distance between atoms 𝑖 and 𝑗, and 𝑓(𝑅𝑖𝑗) is a damping function to 

ensure that the correction does not diverge at short distances and to enable seamless 

integration with the DFT description. 

The second approach entails the use of non-local functional methods. As the 

name suggests, these methods accommodate electron correlation by concurrently 

evaluating electron densities at two distinct spatial points. Such an approach is 

particularly proficient at capturing the electron system's adaptive response to alterations 

in the external potential. One of the most prominent non-local functional approaches is 

the van der Waals Density Functional (vdW-DF) method.32 Here, the energy functional 

is partitioned into a local and a non-local component: 

𝐸𝑥𝑐[𝑛(𝒓)] = 𝐸𝑥𝑐

𝐿𝐷𝐴
𝐺𝐺𝐴⁄

[𝑛(𝒓)] + 𝐸𝑛𝑜𝑛−𝑙𝑜𝑐𝑎𝑙[𝑛(𝒓)] (2-12) 

Where, the 𝐸𝑥𝑐

𝐿𝐷𝐴
𝐺𝐺𝐴⁄

[𝑛(𝒓)] is the exchange-correlation energy from LDA or GGA based 

on the electron density 𝑛(𝒓), and 𝐸𝑛𝑜𝑛−𝑙𝑜𝑐𝑎𝑙[𝑛(𝒓)] is the non-local correlation energy. 
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This term is typically expressed as an integral involving a kernel that represents the 

non-local interaction: 

𝐸𝑛𝑜𝑛−𝑙𝑜𝑐𝑎𝑙[𝑛(𝒓)] =
1

2
∬ 𝑛(𝒓)∅(𝒓, 𝒓′)𝑛(𝒓′)𝑑𝒓𝑑𝒓′ 

(2-13) 

Where ∅(𝒓, 𝒓′) is the non-local kernel. 

2.2.5 Spin-Orbital Coupling Effect 

At the quantum level, electrons possess both spin (𝑺) and, in atoms, orbital 

angular momenta (𝑳). The spin is an intrinsic property of the electron, giving it a 

magnetic moment. On the other hand, the orbital angular momentum arises from the 

electron's motion around the atomic nucleus. As the electron moves (orbits) around the 

nucleus, it creates a small magnetic field. This magnetic field interacts with the 

electron's intrinsic magnetic property (its spin). This interaction, or coupling, between 

the electron's motion and its spin, is the essence of spin-orbit coupling (SOC). In atomic 

systems, the SOC can be compactly represented as: 

𝐸𝑆𝑂𝐶 = 𝑓(𝑅)𝑳 · 𝑺 
(2-14) 

Where, the term 𝐸𝑆𝑂𝐶 represents the energy contribution from spin-orbit coupling 

(SOC). The function 𝑓(𝑅) characterizes the magnitude of the SOC interaction, which is 

predominantly dependent on the distance 𝑅 from the nucleus. This implies that the SOC 

strength can vary significantly across different materials. In materials with heavy 

elements, where spin-orbit coupling is pronounced, the contribution from 𝐸𝑆𝑂𝐶 becomes 

increasingly prominent. This heightened SOC influence can lead to discernible shifts in 

the electronic energy states and, consequently, the dynamics of the system.  
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2.2.6 Solvation Effect 

In the previous sections, our simulations assumed the environment is a vacuum. 

However, in real-world scenarios, sometimes it is crucial to consider the solvation effect. 

There are two primary methods to simulate an aqueous environment: the explicit 

solvation model and the implicit solvation model. In the explicit model, an exact number 

of water molecules in the system is considered. However, this method is 

computationally intensive. As a result, the implicit solvation model is introduced as a 

more efficient alternative. VASPsol33,34 is an implicit solvation model incorporated into 

the Vienna Ab initio Simulation Package (VASP). Implicit solvation models, also known 

as continuum solvation models, treat the solvent as a continuous dielectric medium 

instead of explicitly modeling each solvent molecule. This significantly reduces the 

computational cost while maintaining a reasonable description of solvent effects. 

VASPsol specifically introduces the solvation effect into VASP by adding electrostatic 

contribution between the solute and the solvent to the total energy and the cavity energy 

to create the solute within the solvent. The expressions for these two terms are given 

by:   

𝐸𝑒𝑙𝑒𝑐 = − ∫ 𝑑𝒓𝜀(𝒓)
|∇𝜑(𝒓)|2

8𝜋
𝐸𝑐𝑎𝑣 = 𝜏 ∫ 𝑑𝒓|∇𝑆(𝒓)| 

(2-15) 

Where 𝜀(𝒓) is the dielectric constant, 𝜑(𝒓) is the total electrostatic potential, 𝜏 is 

the surface tension and 𝑆(𝒓) is the cavity shape function. We use the default setting 

parameters in our calculations, namely, bulk dielectric constant 78.4, surface tension is 

0.525 meV/Å2. All of these parameters are fitted from experimental solvation energy of 

neutral molecules. 35 
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2.3 Nudged Elastic Band Method 

The Nudged Elastic Band (NEB)36 method is a powerful computational tool to 

determine reaction pathways and the associated potential energy barriers in atomic 

systems. Specifically tailored for probing atomic transformations on solid materials and 

their surfaces, NEB offers insights into the approximate minimum energy path (MEP) 

that bridges the initial and final states of a system. Such understanding is crucial for 

predicting reaction dynamics, kinetics, and mechanisms at the atomic level.  

The core idea of the NEB method is to place a series of "images" (representing 

different system configurations or states) between the initial and terminal states. These 

images are connected to each other as if they were linked by an elastic band. The initial 

and terminal states (i.e., the two ends of the band) remain fixed, while the intermediate 

images are free to move on the potential energy surface. 

Through iterative calculations and adjustments, these images are redistributed 

along the minimum energy path. Ultimately, once the images reach stable positions, this 

path describes the transition process from the initial to the terminal state. 

To ensure that the images move only in the desired direction of the path (i.e., 

along the gradient of energy) and not in the direction of the band, a "nudge" correction 

is introduced, which is the origin of the method's name. This correction ensures that the 

movement of the images is mainly influenced by the potential energy surface, rather 

than the positions of other images.  

The NEB method is widely used in computational solid-state physics and 

chemistry to study atomic migration processes, such as describing defect diffusion in 

materials or observing chemical reaction pathways on catalyst surfaces. By using the 
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NEB method, researchers can determine the exact structure and energy of transition 

states, and based on this, predict and explain phenomena observed experimentally. 
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CHAPTER 3 
BINDING OF URANYL CATIONS TO A ZR-BASED METAL-ORGANIC FRAMEWORK 

BY DENSITY FUNCTIONAL THEORY* 

3.1 Background 

In this chapter, we explore the strategies outlined in chapter 1, the binding 

mechanism of uranyl cations within zirconium-based metal-organic frameworks (Zr-

MOFs). Basically, uranyl cations (UO2
2+) are one of the most widely found and stable 

radionuclides in soils, silt, and groundwater.37 They tend to be complexed with 

hydroxide, carbonate, bicarbonate, nitrate, sulfate, and carboxylate ions. Because 

uranyl cations and its complexes are both toxic and radioactive,38 the elimination of 

uranyl ions from aqueous solutions near nuclear power plants and water aquifers near 

uranium mines is a matter of global concern.39,40  

Zr-MOFs, crystalline porous materials composed of inorganic zirconium nodes 

connected by organic carboxylate ligands,41 have shown promise for diverse 

applications such as drug-delivery,42,43 catalysis,44 gas storage45,46 and, more recently, 

heavy element adsorption and sieving.47 Lin et al.48 reported their first application as an 

adsorbent to extract actinides in which Zr-UIO-68-P(O)(OEt)2, a Zr-MOF containing a 

diethoxy-phosphoryl urea group, was used. Their work indicated that owing to their 

tunable inorganic and organic composition, diversified structure, and multifunctional 

characteristics, MOFs are good candidates for the effective treatment of uranium 

residues. Additionally, Zr-MOFs possess high stability in aqueous solutions due to the 

 
* This work described in this chapter has been published in Liu, Y.; Ta, A. T.; Pandey, S.; Chul Park, K.; 
Hu, S.; Shustova, N. B.; Phillpot, S. R. Binding of Uranyl Cations to a Zr-Based Metal-Organic Framework 
by Density Functional Theory. Comput. Mater. Sci. 2023, 230, 112528. 
https://doi.org/10.1016/J.COMMATSCI.2023.112528. 

 



 

40 

strong Zr(IV)–O bond incorporated into the framework,49 which allows them to strongly 

adsorb uranyl ions in a wide range of environments.50 Because of the low capacity for 

uranyl ion adsorption (217 mg/g) by pristine Zr-UIO-68, the design of MOF composite 

materials to improve absorption capacity has attracted considerable interest. Liu et al.51 

found somewhat different adsorption capacities for the Zr-UIO-66-AO MOFs, an 

amidoxime (AO) appended Zr-MOF with 227.8 mg/g. Using density functional theory, 

Lin et al. 48 also demonstrated that the two phosphoryl urea ligands could strongly bind 

with uranyl cations. Recently, Berseneva et al.52 reported that each metal node of the  

PCN-700 Zr-MOF can bind to 1.7 uranyl cations and modeled the kinetics of uranyl 

cation release. Yulan et al.53 further constructed a model of leaching of uranyl cations 

from Zr-MOF as a means to investigate the leaching mechanism, with the aim of 

improving the design of MOFs for capturing uranyl cations. They found that the leaching 

behavior is diffusion-controlled and is impacted by the initial position of the uranyl cation 

in Zr-MOF. Consequently, it is crucial to establish the preferred or favorable sites of 

uranyl cations within the MOF's structure. Therefore, to enhance the accuracy of the 

leaching model, in this paper we determine the specific configuration where the uranyl 

cation binds most strongly to the Zr-MOF. Specifically, we use DFT methods to probe 

the possible binding mechanisms of uranyl cations to the Zr-containing 

Zr6O4(OH)8(Me2BPDC)4 (PCN-700) by determining the binding energies to various sites 

as a function of the protonation of the system.  

3.2 Structures 

3.2.1 Zr-MOFs 

A conventional periodic 292-atom Zr-MOF (PCN-700) truncated model is used. It 

contains two Zr-based secondary building units (SBUs) and eight 2,2’-dimethylbiphenyl-
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4,4’-dicarboxylate (Me2BPDC2–) organic linkers. This structure illustrated in Figure 3-1, 

is represented by a black box outlining the unit cell containing 292 atoms, with 

zirconium atoms in green, oxygen in red, carbon in brown, and hydrogen in white. The 

configuration, projected along the [001] direction, is based on structure analyses by 

Dolgopolova et al.54 and Ejegbavwo et al.55 and possesses two major components in 

each unit cell: the metal node with four six-coordinated equatorial Zr atoms and two 

eight-coordinated exterior Zr atoms (top/bottom), and the organic Me2BPDC2– ligands. 

The size of the Zr-MOF tetragonal unit cell is approximately 25×25×15 Å. 

 
 
Figure 3-1. The crystal structure of Zr-MOFs. The black box denotes the edges of the 

unit cell which contains 292 atoms. Zirconium atoms are shown in green, 
oxygen in red, carbon in brown, and hydrogen in white. This configuration is 
projected along [0 0 1] direction.  
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3.2.2 Uranyl Cation 

There have been a number of previous quantum mechanical calculations and 

molecular dynamics simulations of uranyl cations56–60 These studies have indicated that 

the dominant species in the aqueous solution is a uranyl cation coordinated with five 

water molecules, [UO2·(H2O)5]2+. Figure 3-2 shows the geometrically optimized structure 

with the five H2O molecules uniformly coordinated in the plane perpendicular to the 

O=U=O bond such that the O2– in the H2O is pointed towards the central U6+ cation. 

Uranium atom is shown in gray, oxygen atoms in red, and hydrogen atoms in white. 

Details on the DFT approach are discussed in Sec. 3.4.4.1.  

 
 
Figure 3-2. Two views of the optimized structure of pentahydrated uranyl ion, 

[UO2·(H2O)5]2+.  Uranium in gray, oxygen in red and hydrogen in white.  

3.2.3 Uranyl Cation Binding Structures 

The Zr-MOF structure has been determined experimentally.55 However, there are 

multiple ways in which the system could be protonated, with the three most physically 

plausible being shown in Figure 3-3. Here, these configurations are only for displayed, 

and not for relaxation. The organic ligand has been omitted for clarity. We have 

calculated the total energies of these three proton topologies. Table 3-1 shows that the 

MOF-4 has the lowest energy. As a result, the MOF-4 is the best representative parent 

Zr-MOF and will be used in all subsequent calculations. To validate our simulation 

U-OH2

2.51Å U=O

1.75 Å
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model, we initially conducted a comparison between the experimental and theoretical 

data of pristine Zr-MOF, specifically analyzing the crystal data and structure refinement. 

The results of this comparison are presented in Table 3-2. The a (=b) lattice parameter 

of the tetragonal system matches the experimental results very well. However, there is a 

considerable discrepancy between the two experimental values for the c lattice 

parameter, it is not overly surprising that the DFT value is different from both.  

 
 
Figure 3-3. The possible proton topologies of Zr-MOF. a) MOF-4, b) MOF-B and c) 

MOF-C.  

Table 3-1. Total energies of different proton topologies of Zr-MOF relative to the MOF-4 
value. Unit in eV. 

Topology MOF-4 MOF-B MOF-C 

Relative energies 0 +0.538 +0.463 

 
Table 3-2. Comparison of experimental and computed structural parameters for the Zr-

MOF. 

Compound Experimental52 Experimental61 Theoretical 
(GGA+U_D3, 
this work) 

Theoretical 
(VASPsol, this 
work) 

Crystal system Tetragonal Tetragonal Tetragonal Tetragonal 

a, Å 24.444 24.348 24.342 24.590 

b, Å 24.444 24.348 24.342 24.590 

c, Å 14.398 14.918 15.635 15.036 

α,° 90 90 90 90 

β, ° 90 90 90 90 

γ, ° 90 90 90 90 
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Previous research has indicated that the binding energy for uranyl ions 

adsorption has been depends on the specific site on titanium dioxide surfaces58,62,63 and 

on calcite surfaces.64 In particular, Perron et al.58 and Vandenborre et al.62 found that 

there is a dependence of the protonation of the surface. Specifically, the less protonated 

the surface, the stronger the binding between the uranyl ion and the surface. It is 

possible to identify the protonation with the chemical conditions, with a high degree of 

protonation corresponding to acidic conditions and a low degree of protonation 

corresponding to basic conditions. They also showed the most stable configuration was 

a uranyl ion having two bonds to the rutile surface: one to a bridging oxygen and one to 

a top oxygen. To evaluate the binding modes for different deprotonation states of the 

equatorial Zr atoms (Zr_1 to Zr_4), four distinct configurations of the Zr-MOF were 

considered. The MOF-4 structure, where all oxygen are protonated, can be thought of 

as a representative state in an acidic chemical environment.  The two configurations 

(MOF-2N and MOF-2O), where protonation is only present for half the oxygen, 

represents protonation states in more chemically neutral environments. Specifically, 

MOF-2N configurations possess protonation at oxygen atoms that are nearest 

neighbors to one another on the equatorial plane (Figure 3-4b) while MOF-2O has 

protonation on diagonally opposite corner oxygen (Figure 3-4c). The configuration in 

which none of the equatorial oxygen are protonated (Figure 3-4d) is denoted as MOF-0 

and can be thought of as the protonation state in a basic environment. At last, for clarity, 

only the SBUs and some ligands are shown. Zirconium atoms are depicted in green, 

oxygen in red, carbon in brown, and hydrogen in white. Apical Zr atoms are Zr_5 (top) 

and Zr_6 (bottom). 
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Due to the symmetry of the metal node and bidentate sorption by uranyl, five 

structurally distinct oxygen binding sites on the MOF structure are possible and were 

analyzed here. As shown in Figure 3-5, the binding sites involve a combination of the 

following oxygen in the metal node of the MOF: (1) the top oxygen atom, which is 

connected to the eight-coordinated apical Zr atom, 𝑂𝑇, (2) edge oxygen atom, which is 

connected to the six-coordinated equatorial Zr atom, 𝑂𝐸, (3) middle oxygen atom can be 

either bonded to hydrogen, 𝑂𝑀
𝐴 , or not bonded to hydrogen, 𝑂𝑀

𝐷  (4) middle oxygen 

adjacent to at least one middle hydroxyl oxygen, 𝑂𝑀. In Figure 3a, to best illustrate the 

binding sites, the right diagram is rotated clockwise 90 degrees about the b-axis in the 

left diagram. Zirconium atoms are shown in green, oxygen in red, carbon in brown, and 

hydrogen in white. The organic ligands have been omitted for clarity. 

 
 
Figure 3-4. Zr-MOF structures with various equatorial Zr (Zr_1, Zr_2, Zr_3, and Zr_4) 

deprotonations. From left to right, (a) MOF-4 (fully protonated), (b) MOF-2N 
(half deprotonated, nearest neighbors: Zr_2 and Zr_4), (c) MOF-2O (half 
deprotonated, diagonally opposite: Zr_3 and Zr_4), and (d) MOF-4 (fully 
deprotonated).  

Considering all possible unique protonation conditions, there are a total of 

nineteen different structures (Table 3-3): four for MOF-4, four for MOF-0, six for MOF-

2N, and five for MOF-2O. 

a) b) c) d)

Zr_5

Zr_6

Zr_1

Zr_3

Zr_2

Zr_4
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Table 3-3. The binding site configurations for the four different Zr protonation schemes. 

Protonation Configurations 

MOF-4 𝑂𝑇 − 𝑂𝑇, 𝑂𝑀
𝐴 − 𝑂𝑀

𝐴 , 𝑂𝑀 − 𝑂𝑀, 𝑂𝑀
𝐴 − 𝑂𝐸  

MOF-2N 𝑂𝑇 − 𝑂𝑇, 𝑂𝑀
𝐴 − 𝑂𝑀

𝐴 , 𝑂𝑀
𝐷 − 𝑂𝑀

𝐷 , 𝑂𝑀 − 𝑂𝑀, 𝑂𝑀
𝐴 − 𝑂𝐸 , 𝑂𝑀

𝐷 − 𝑂𝐸  

MOF-2O 𝑂𝑇 − 𝑂𝑇, 𝑂𝑀
𝐴 − 𝑂𝑀

𝐷 , 𝑂𝑀 − 𝑂𝑀, 𝑂𝑀
𝐴 − 𝑂𝐸 , 𝑂𝑀

𝐷 − 𝑂𝐸  

MOF-0 𝑂𝑇 − 𝑂𝑇, 𝑂𝑀
𝐷 − 𝑂𝑀

𝐷 , 𝑂𝑀 − 𝑂𝑀, 𝑂𝑀
𝐷 − 𝑂𝐸  

 
 
Figure 3-5. The attachment oxygen position on metal node. a) Possible Zr-O bidentate 

sorption sites for the uranyl ion on the MOF-4. b) the 𝑂𝑀
𝐴  and 𝑂𝑀

𝐷  positions of 
different protonation of Zr-MOF and 𝑂𝑀 site, from left to right MOF-4, MOF-
2N, MOF-2O and MOF-0.  

3.3 Computational Method 

3.3.1 Parameters Setting 

All DFT calculations were carried out using the Vienna Ab-initio Simulation 

Package (VASP)65,66 with the Generalized Gradient Approximation (GGA) with the 

Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional.67,68 A cut-off energy of 

520 eV for the plane wave expansion of the wave functions was used to ensure the 

convergence of the calculations and calculations were performed only at the Γ-point. 

Total energies were evaluated for the MOF-0 𝑂𝑀
𝐷 − 𝑂𝐸 configuration with k-points of 2 × 
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2 × 3 and Γ-point only and the results differed by 0.003 eV. Furthermore, Choudhary et 

al.69 suggested that the more atoms per unit cell, the smaller k-points are needed. Due 

to the small differences observed in total energy for different mesh and having systems 

containing ~300 atoms per unit cell, Γ-point only calculations are sufficient to evaluate 

the system’s total energy. Thus, all subsequent calculations were performed at the Γ-

point only. Spin orbital coupling (soc) effects70 were also assessed using the MOF-0 

𝑂𝑀
𝐷 − 𝑂𝐸  configuration as a reference. We found that binding energy with the soc 

correction is 0.11 eV lower than the binding energy without. Given this small change, as 

well as the high computational cost and the findings of Pandey et al.,71 the soc 

correction was not taken into consideration in our calculations. The uranium 

pseudopotential includes 14 valence electrons (6s26p65f36d17s2), the zirconium 

pseudopotential includes 12 valence electrons (4s25s24p64d2), the oxygen 

pseudopotential includes six valence electrons (2s22p4) and carbon pseudopotential 

includes four valence electrons (2s22p2). The DFT+U approach72 was used to describe 

electron localization on the 5f states of the uranium and 4d states of the zirconium 

ions73 with an effective Hubbard U term of 4 eV, which has been found to be an 

appropriate value to ensure electron localization in Zr4+ and U6+.73 

The atomic structures were optimized using a conjugate gradient method 74,75 

until the average force reached less than 0.05 eV/Å, with 1×10–5 eV as the energy 

tolerance for each electronic step. Spin-polarization was also included in all 

calculations. Gaussian smearing with a width of 0.05 eV was applied to all 

optimizations. The van der Waals (vdW) interactions were taken into account using the 

DFT-D331 dispersion correction formula with Becke−Johnson damping.76 The electronic 
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density of the states was calculated using a denser 2 × 2 × 3 grid, giving approximately 

the same k-point density along all three axes. The four Zr-MOF structures of varying 

protonation were first relaxed without volume and shape constraints. Then, the shape 

and volume were fixed to their respective values when a hydrated uranyl ion was 

introduced into the supercell system. This is intended to mimic the low UO2
2+ 

concentration limit. To account for the solvation model, we used the VASPsol,77,78 a kind 

of implicit solvation model. To simulate the water environment, we set the dielectric 

constant is 80. And the other parameters are used default value.  

3.3.2 Methods of Calculating Binding Energy Between Zr-MOF And Uranyl Ion. 

The physical scenario that we are simulating is that of aqueous uranyl absorbing 

onto a crystalline MOF. Specifically, we envisage a uranyl ion in water at some distance 

from a piece of the crystalline MOF large enough to be considered unlimited in extent, 

but still delineated by external surfaces. The uranyl ion is then coordinated to a specific 

site on an SBU inside the MOF far away from its external surface. Thus, the true binding 

energy is the decrease in energy associated with this process. It is convenient to break 

this process down into two distinct steps. The first step considers the energy associated 

with incorporating the uranyl ion into the center of the MOF pore, far from any SBU 

(Figure 3-6a). To estimate this, we determine the energy difference, ΔE1, between a 

supercell containing a small finite fragment of MOF with a uranyl at the center of an 

open region and that of the same fragment with the uranyl ion far from it. The second 

step consists of determining the energy difference, ΔE2, involved in moving the uranyl 

ion from the center of the open region to a binding site, Figure 3-6(b, c). Our best 

estimate of the total binding energy is then 
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∆𝐸 =  ∆𝐸1 + ∆𝐸2 
(3-1) 

In order to calculate the ΔE2, we follow the method from Pan et al.,79 which fixed 

a uranyl hydrated by three waters, [UO2(H2O)3]2+, 8 Å away from the attaching surface 

to minimize the interaction between the two species. However, the coordination number 

of uranyl ion has been reported to be five.58 Thus, a more physical scenario likely 

involves a uranyl initially hydrated by five waters, [UO2(H2O)5]2+, losing two waters to 

bind to a Zr-MOF metal node in a bidentate fashion. The dissociation energy of these 

two water molecules also has to be considered as being a part of the incorporation 

energy. This dissociation process can be represented by the following,  

[𝑈𝑂2(𝐻2𝑂)5]2+ ∙ 𝑛𝐻2𝑂 → [𝑈𝑂2(𝐻2𝑂)3]2+ ∙ (𝑛 + 2)𝐻2𝑂 

where the 𝑛𝐻2𝑂 indicates that there are n water molecules associated with the 

uranyl ion. The dissociation energy (based on the above reaction) can be defined as: 

𝐸𝑑𝑖𝑠 = 𝐸𝑈𝑂2(𝐻2𝑂)3
2+∙ (𝐻2𝑂)𝑛+2

− 𝐸𝑈𝑂2(𝐻2𝑂)5
2+∙ (𝐻2𝑂)𝑛

 
(3-2) 

where 𝐸𝑈𝑂2(𝐻2𝑂)3
2+ is the total energy of [UO2 (H2O)5]2+nH2O and 𝐸𝑈𝑂2(𝐻2𝑂)5

2+ is 

the total energy of [UO2 (H2O)3]2+ (n+2) H2O. Finally, interactions of the hydrated uranyl 

cation with the MOF can be written as: 

UO2(H2O)3
2+ + MOF → MOF ∙ UO2(H2O)3

2+ 

where MOF ∙ UO2(H2O)3
2+ denotes the MOF binding with UO2(H2O)3

2+. The 

binding energy of the uranyl ion in the MOF cavity was calculated based on three terms,  

∆𝐸2 =  𝐸𝑚𝑒𝑟𝑔𝑒 − 𝐸𝑠𝑝𝑙𝑖𝑡 + 𝐸𝑑𝑖𝑠 
(3-3) 

where Esplit denotes the total energy associated with the three-water hydrated 

uranyl ion initially placed at the center of the cavity of the MOF, (10 Å away from any 
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MOF atom, Figure 3-6b), Emerge is the total energy of the three-water hydrated uranyl 

binding to the inner surface of the MOF, and Edis is Eqn. 3-2.  

In the situation described above, the structure used to obtain 𝐸𝑚𝑒𝑟𝑔𝑒 possessed 

charge of +2. However, the treatment of charged species with VASP has been known to 

result in anomalous results in some cases.79 We have therefore also looked at treating 

the system as charge neutral. To make the system charge-neutral, hydroxyl ions were 

added onto the SBU of the MOF to which the uranyl does not bind.80 As a result, the 

distance between the uranium atom and the hydroxyls was greater than 8 Å and, thus, 

their interaction can be expected to be minimal in a charge neutral cell (Figure 3-6c). 

The reaction of the hydroxylated neutral system is  

UO2(H2O)3
2+ + MOF(𝑂𝐻)2

2−−→ MOF(𝑂𝐻)2 ∙ UO2(𝐻2𝑂)3 

Since the addition of these charge-neutralizing ions is a computational device only, to 

see if there is any effect of the nature of the charge-neutralizing counter ions, we also 

used fluorine atoms rather than hydroxyl ions. The results are discussed in Sec. 3.4.3 

Finally, because of the large cavity size, the minimal distance between uranium and its 

periodic image is ~15 Å, which can be expected to lead to a small interaction energy. 

The actual value of ∆𝐸2 of both charge and neutral systems are determined at two 

different levels of theory: (1) GGA+U and (2) GGA+U-D3, which includes dispersion 

forces.  

3.4 Results and Discussion 

3.4.1 Structure, Electron Localization Function, And Density of States Of Pristine 
Zr-MOF 

In order to gain insights into the chemical bonding of the Zr-MOF metal node, the 

electron localization functions (ELFs)81,82 of the four different Zr-MOF structures (MOF-
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0, MOF-2N, MOF-2O, and MOF-4) were analyzed. As Figure 3-7 shows (The projection 

direction is along [010]; only SBUs of the Zr-MOFs are shown for clarity.), in the MOF-4 

there is significant electron density between the Zr_1 and Zr_3 and between the Zr_2 

and Zr_4. Consistent with this, when the neighboring equatorial Zr are protonated 

(MOF-2N, Figure 3-4b), there is significant electron density between them (Zr_1 and 

Zr_3) while there is no electron density between unprotonated Zr_2 and Zr_4. Similarly, 

there is also no electron density between the equatorial Zr atoms in either the diagonally 

deprotonated MOF-2O or the fully deprotonated MOF-0 structures (Figure 3-4c and 3-

4d, respectively). The bond lengths between neighboring Zr atoms (e.g., Zr_1-Zr_3 and 

Zr_2-Zr_4) were also determined. From Table 3-4, the bonds between neighboring 

protonated ions were significantly shorter than those between unprotonated Zr ions (3.0 

Å in MOF-4 vs. 3.3 Å in MOF-2O and MOF-0), which is also consistent with the ELF. 

For MOF-2N, the Zr-Zr bond distance on the pronated side is shorter than on the 

deprotonated side. (3.10 Å vs 3.22 Å) 

To further understand the specific orbitals involved in these differences in the 

ELF, the electron density of states (DOS) plots was also analyzed. There is no peak 

near the Fermi energy in either the MOF-0 or the MOF-2O cases (DOS not shown), 

which is consistent with the absence of any bonding shown in the corresponding ELFs. 

In Figure 3-8a, the black and blue lines coincide for the MOF-4 indicating that the 

electron density between Zr_1 and Zr_3 is the same as for Zr_2 and Zr_4 which are 

nearby the Fermi energy. Figure 3-8b shows that there are no overlapping electrons 

between Zr_2 and Zr_4 in MOF-2N; The blue line is the sum of the density of states of 

Zr_1 and Zr_3 d orbitals, the black is the sum of the density of states of Zr_2 and Zr_4 
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3d orbitals, the red is the sum of the density of states of oxygen 2p orbitals. however, 

there is a peak close to the Fermi energy, corresponding to Zr_1 and Zr_3 atom d-

orbital hybridization, which is also consistent with the ELF showing electron density 

between those Zr atoms. These results are also consistent with ELF plots of MOF-4.  

 
 
Figure 3-6. The moving path picture. a) The uranyl ions move starting from position A 

outside of the MOF fragment into the Zr-MOF cavity at position B; the MOF is 
oriented along the [100] direction. b) The uranyl in the periodic system moves 

from point B to a binding site C; the energy difference is ΔE2: c) charged 

system; c) neutral system, showing two additional hydroxy groups (in blue 
circle region) attached to the metal node at the bottom of the image.  
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Table 3-4. Distance (Å) between neighboring Zr atoms as shown in Figure 3-7, d(Zr–Zr).  

Name MOF-4 MOF-2N MOF-2O MOF-0 

d(Zr_1-Zr_3) 2.99 3.10 3.32 3.33 

d(Zr_2-Zr_4) 3.00 3.22 3.32 3.33 

 

 
 
Figure 3-7. Electron localization function for various deprotonation cases: a) MOF-4, b) 

MOF-2N, c) MOF-2O, and d) MOF-0.  

 
 
Figure 3-8. The density of states of a) MOF-4 and b) MOF-2N near the Fermi energy.  

3.4.2 Hydrated Uranyl Ion 

 
As a benchmark, the hydration energy calculations of uranyl ions determined by 

Perron. et al.58 were reproduced. In Table 3-5, the number of water molecules 

coordinated to the first shell of UO2
2+ varied from one to six, with the 5+1 configuration 

corresponding to five waters in the first shell and one in the second shell. A comparison 

a) b)
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of the first two rows of Table 3-5 shows differences of 0.02 - 0.1 eV with the results of 

Perron, well within expected deviations. The third row shows the effects of the inclusion 

of electron localization using the +U term and D3 correction, which decreases the 

hydration energy by 0.20 eV for one water molecule and leveling off to a decrease of 

0.03–0.05 eV for four or more water molecules. 

The hydration energy of the uranyl ion was observed to decrease as the number 

of water molecules surrounding it increased. Also, the 5+1 case had larger hydration 

energy than six waters in a single shell, which means the optimum coordination number 

of uranyl ions is five water molecules in the first shell. Therefore, the uranyl ion 

coordinated with 5 water molecules is used in subsequent calculations.  

Table 3-5. 𝑈𝑂2{𝐻2𝑂}𝑛
2+ hydration energy per H2O in eV (5+1: 5 water molecules are in 

the first shell, one water molecule is in the second shell) 

Number of water 
molecules 

1 2 3 4 5 6 5+1 

Literature (GGA)58 3.20 2.79 2.70 2.43 2.18 1.85 1.99 

GGA 3.15 2.89 2.68 2.45 2.16 1.91 1.97 

GGA + U_D3 3.01 2.79 2.65 2.40 2.17 1.88 1.95 

 
As discussed above, the uranyl ion that bonds to the MOF is coordinated with 

three water molecules rather than five as it is in solution.83 The energy associated with 

removing two water molecules from the first neighbor shell of the uranyl ion must be 

taken into account. Figure 3-9 shows this energy, given by equation 3-2, as a function of 

the total number of water molecules in the cluster. It can be seen that this energy 

converges to ~0.75 eV for the GGA method and ~1.05 eV for GGA+U_D3. Therefore, 

we will take 1.05 eV as the energy cost to remove the two water molecules from the 

uranyl ion by using GGA_U+D3.  
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3.4.3 Evaluation of The Energy ∆𝐄𝟏 

 
We evaluate for ∆𝑬𝟏 by using GGA+U and GGA+U_D3 in the neutral system 

method for two slightly different SBU structures: (1) two hydroxide ions attached to Zr 

atoms, (2) two fluorine ions attached to Zr atoms. The values of ∆𝑬𝟏 by using GGA+U 

were -0.051 and -0.007 eV, respectively. This indicates that incorporation into the pore 

of the MOF structure is energetically favored, but only by a very small amount. 

However, the GGA+U_D3 shows the inverse results, which are +0.25 and +0.27 eV for 

hydroxide and fluorine ions, respectively. To ensure consistency, we will use the 

GGA+U_D3 value of +0.25 eV for ∆𝑬𝟏 in subsequent analysis. Black is GGA+U method, 

and red is the GGA+U_D3 method. 

 
 
Figure 3-9. The energy for removing two water molecules from the pentahydrated uranyl 

ion is a function of the total number of the water molecules surrounding the 
layer uranyl ion.  
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3.4.4 Binding Uranyl Ions To MOF 

 
3.4.4.1 The choice of DFT method 

Since it is necessary to consider the effects of dispersion forces in hydrated 

system, we use the GGA+U_D3 method to calculate the binding energy between uranyl 

ions and Zr-MOF. Figure 10 shows the binding energies for the MOF-0 cases, 

determined from equation 3-3. Recall that the more negative binding energy, the more 

stable is the configuration between uranyl ion and Zr-MOF. From Figure 3-10, the order 

of the binding energies for the various binding sites order is the same for both DFT 

methods used. However, the absolute values are somewhat different. Since the 

handling of the charged system by DFT uses a uniform compensating counter charge, it 

is not expected to be the most reliable. We also calculate the GGA+U without dispersion 

correction, but the binding energies show only a small difference. The Figure 3-11 

shows about all of configurations binding energy in detail. 

The calculations to this point have considered the key coordinated water 

molecules explicitly in the DFT calculations. However, it is of interest to consider the 

effects of the total water environment. To consider these solvation effect in our 

calculations, we employed the implicit solvation model in  VASPsol.77,78 ,which utilizes 

the response of a continuum dielectric to model solvation effect. The pristine Zr-MOF 

crystal structure in the solvation model yielded better agreement with experimental data 

compared to calculations on the unsolvated system, as shown in Table 3-1. However, 

the VASPsol method was not able to yield a plausible physical structure for the uranyl-

MOF complex. Furthermore, although VASPsol demonstrates accurate outcomes in 

computing solvation energies for organic main group molecules,84 it encounters 
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challenges when attempting to calculate energy information for systems involving larger 

atom radius size, including, high-atomic number alkali85 and alkali-earth86 elements, as 

well as lanthanide87 and actinide88 elements. Since uranium is also an actinide element, 

therefore, we will not use it in our further investigations.  

 
 
Figure 3-10. Binding energies (ΔE) of binding of uranyl ion to MOF-0 ion using different 

calculation methods. 

To identify the nature of the bond to the MOF metal node, the distance between 

the U ion and the oxygen ions to which it binds, U-Oads, was analyzed, with d(U-Oads ) 

defined as the mean bond distance instead of the separate two U-Oads bond lengths. 

This average is useful as in all cases the bond lengths differ by less than 0.15 Å. Figure 

3-12 gives the atom distances associated with all 19 configurations shown in Table 3-3. 

Red: charged system with GGA+U, green: charged system with GGA+U_D3, blue: 

neutral system with GGA+U, and cyan: neutral system with GGA+U_D3. The charged 

system and the neutral systems have the same trend in mean distances. For instance, 

the 𝑂𝑀-𝑂𝐸 configuration in MOF-0 (Figure 3-12d), the U-Oads is almost same no matter 
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what DFT method is used, although the binding energy difference in Figure 3-10 is 

large. Therefore, we will use the neutral system with D3 correction in the subsequent 

analysis. Moreover, the bond distances can be divided into two groups: for one group 

the bond length is greater than 4 Å, while for the other it is roughly 2.5 Å. The long U-

Oads bonds at the 𝑂𝑇 − 𝑂𝑇 is consistent with the low binding energies seen in Figure 3-

11. More interestingly, the 𝑂𝑀 − 𝑂𝑀 configuration shows short bonds in MOF-0, but 

much longer bonds when protonated to any degree. For a discussion of bond lengths, 

see section 3.4.4.2. We thus conclude that, 𝑂𝑀 − 𝑂𝑀 and 𝑂𝑇-𝑂𝑇 should be relatively 

unfavorable configurations. By contrast, the 𝑂𝑀
𝐴(𝐷)

− 𝑂𝑀
𝐴(𝐷)

 and 𝑂𝑀
𝐴(𝐷)

− 𝑂𝐸  configurations 

have bond lengths around 2.5 Å, consistent with strong stable bonds.  

 
 
Figure 3-11. The binding energies (ΔE) of different protonation of Zr-MOF a) MOF-4, b) 

MOF-2N, c) MOF-2O, and d) MOF-0 with different density functional theories.  

Figure 3-12 also shows that the mean bond length decreases slightly as the 

deprotonation of the MOF increases. For example, the MOF-4 𝑂𝑀-𝑂𝐸 the mean bond 
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length is 2.49 Å in GGA+U_D3; however, the same configuration ion MOF-0 is 2.37 Å. 

This trend arises because the more the Zr-SBU is deprotonated, the less positively 

charged the two SBU become (charge state from +8 to 0), thereby bonding more 

strongly to the positive charge uranyl ion.  

 
 

Figure 3-12. The mean bond length in Å of 19 different configuration, a) MOF-4, b) 
MOF-2N, c) MOF-2O and d) MOF-0. 

3.4.4.2 Effects of Zr-MOF protonation on site preference 

Figure 3-13 shows the binding energy of the uranyl ion to the Zr-MOF with 

varying protonations. The red in Figure 3-13 means the short bond length, while the 

blue means the long bond length. Because 𝑂𝑀 − 𝑂𝑀 has long bonds in MOF-4, MOF-2N 

and MOF-2O but short bonds in MOF-0, it is two toned of 𝑂𝑀 − 𝑂𝑀 legend. In Figure 3-

12, we saw that some configurations have long bonds distance between the U and the 
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oxygens to which it binds, and some have short bonds. These bond distance correlate 

well with the binding energies in Figure 3-13, in which structures with short bonds are in 

red and those with long bonds are blue. We know that the energy of a hydrogen bond is 

usually less than 0.5 eV. Therefore, we can conclude that a relatively strong interaction 

is not formed between the uranyl ion and Zr-MOF metal node when the binding energy 

is above -0.5 eV. Thus, the all 𝑂𝑇 − 𝑂𝑇 (square) configurations and 𝑂𝑀 − 𝑂𝑀 except for 

the MOF-0 configurations show that the binding energy are above or nearly the -0.5 eV 

and can be considered as weak secondary bonds. By contrast, the 𝑂𝑀 − 𝑂𝑀 in MOF-0 

configuration is about -1.25 eV, and the bond distance is also only 2.4 Å; this thus 

appears to be a strong interaction. A possible reason for MOF-0 having a very different 

energy is the absence of steric hindrance in this case.  The protonation of the metal 

node decreases the available space in which the uranyl can bond. Two metrics illustrate 

the differences in the size of the space in Figure 3-14. The MOF-0 have the widest OE-

OE distance 5.12 Å and largest C-Zr-C angle, 84.5˚; it thus provides sufficient space for 

the uranyl ion can attach to the metal node. By contrast, for, the MOF-4, MOF-2O and 

MOF-2N, the bond length and angle are 4.68 Å, 80.5˚;4.77 Å, 80.2˚; and 4.77 Å, 80.8˚; 

respectively. Thus, the space available is so small in these structures that the uranyl ion 

cannot attach to the metal node.  

In MOF-0, MOF-2O and MOF-2N the 𝑂𝑀
𝐷 − 𝑂𝐸  is the most favorable 

configuration. This configuration is not available to the MOF-4 structure and, rather, the 

𝑂𝑀
𝐴 − 𝑂𝐸  is the most favorable. Notably, the 𝑂𝑀

𝐴 − 𝑂𝐸  configuration also shows favorable 

binding for other protonations (in which it is possible) with an energy that is almost 

independent of the degree of protonation. Because from the analysis above, the 𝑂𝑀
𝐴(D)

−
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𝑂𝑀
𝐴(D)

 and 𝑂𝑀
A(𝐷)

− 𝑂𝐸 configurations are the two most energetically favorable 

configurations in each protonation of Zr-MOF, and the specifically configuration of the 

𝑂𝑀 − 𝑂𝑀 in MOF-0 is also stable, we focus on these configurations in further 

discussions.  

We find that the biding energy of the most strongly bound structure increases 

(i.e., becomes more negative in Figure 3-13 going from MOF-4 to MOF-0; that is, the 

binding increases with increasing deprotonation, corresponding to decreasing pH. To 

support this conclusion, we performed two additional calculations. We calculated the 

𝑂𝑀
𝐷 − 𝑂𝐸  configuration in MOF-3 (3 hydrogens) and MOF-1 (1 hydrogen).  This 

configuration has the strongest binding energy (red circle) for all protonations, except for 

MOF-4 for which this configuration is not possible. This trend confirms our conclusions 

that increasing deprotonation leads to stronger binding energies. Therefore, the most 

favorable configuration is 𝑂𝑀
𝐷 − 𝑂𝐸  in MOF-0. 

3.4.4.3 Charge density difference analysis 

Charge density difference analysis 89–93 can also provide additional insight into 

the binding process. To characterize how the electron distribution changes on uranyl ion 

binding to MOF, we define the charge density difference in any small region in space to 

be the total charge for the complex formed by the MOF and the hydrated uranyl less the 

charge of the isolated MOF and three coordinated -water molecules uranyl ion 

separately. Figure 3-15 shows four illustrative cases. To further understand the charge 

transferring between those two species and illustrate the effect of charge transfer, only 

the MOF-4 and MOF-0 cases will be shown. It is clearly seen that the charge exchange 

between the uranyl and the Zr-MOF metal node in MOF-4 𝑂𝑀
𝐴 − 𝑂𝑀

𝐴  is less than MOF-0 
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𝑂𝑀
𝐷 − 𝑂𝑀

𝐷  in Figures 3-15a and 3-15b; that is, the Zr-SBU grabs more electrons from 

uranyl ions in the less protonated structures. This larger amount of charge transfer is 

consistent with the shorter the bond length. However, there is little difference between 

the charge transfers for 𝑂𝑀
𝐴 − 𝑂𝐸  in MOF-4 and 𝑂𝑀

𝐷 − 𝑂𝐸 in MOF-0 (Figure 3-15c and 3-

15d).  

 
 

Figure 3-13. Binding energies (ΔE) of neutral system with GGA+U_D3 method to 

calculate the total 19 configurations binding energy.  

Table 3-6. The O=U=O bond angle in degrees for various deprotonated Zr-MOFs as 
defined in Figure 3-4. 

Name 𝑶𝑴
𝑨(𝐃)

− 𝑶𝑬 𝑶𝑴
𝐀(𝐃)

− 𝑶𝑴
𝐀(𝐃)

 

MOF-4 179.6 177.9 

MOF-2N 𝑂𝑀
𝐴 − 𝑂𝐸: 177.7 

𝑂𝑀
𝐷 − 𝑂𝐸: 178.1 

168.1 

MOF-2O 𝑂𝑀
𝐴 − 𝑂𝐸: 177 

𝑂𝑀
𝐷 − 𝑂𝐸: 178.4 

170.9 

MOF-0 174.7 164.8 
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Figure 3-14. The two metrics of MOF-0 space. The left one shows the OE–OE distance. 

And the right one shows C-Zr-C angle measurement. 

 
 
Figure 3-15. Schematics of charge difference after uranyl ions attachment as 

determined by GGA+U_D3 for a) MOF-4: 𝑂𝑀
𝐴 − 𝑂𝑀

𝐴 , b) MOF-0: 𝑂𝑀
𝐷 − 𝑂𝑀

𝐷 , c) 

MOF-4: 𝑂𝑀
𝐴 − 𝑂𝐸, d) MOF-0: 𝑂𝑀

𝐷 − 𝑂𝐸.The organic ligands have been omitted. 
Yellow regions correspond to an accumulation in electron density, while the 
cyan regions correspond to stagnation in electron density.  

OE
OE

a

b

c
c

b

a

C-Zr-C

a) b)

c) d)
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3.4.5 𝐎𝐌
(𝐀)𝐃

− 𝐎𝐄 is the Most Stable Configuration 

 
3.4.5.1 O=U=O bond angle after uranyl ion binding 

We first look at the angle of the O=U=O bond after the uranyl ion attaches to the 

Zr-MOF metal node. The O=U=O bond angle in an isolated or hydrated uranyl ion is 

180°. Table 3-6 reports the O=U=O angles and shows that the uranyl group is straighter 

(i.e., the bond angle closer to 180°) for the 𝑂𝑀
𝐴(𝐷)

− 𝑂𝐸 configurations than for the 

𝑂𝑀
𝐴(𝐷)

− 𝑂𝑀
𝐴(𝐷)

 configuration, except for the MOF-4 case. In order to estimate the energy 

cost due to this bending on the Zr-MOF metal, static energies calculations were 

performed on uranyl ion bent to the angles seen after attachment (Table 3-6 and Figure 

3-16). 

To evaluate the energy expenditure due to this bending after the uranyl ion 

attaches on the Zr-MOF node, we set the total energy of O=U=O bond angle of 179.6˚ 

as the reference state. As expected, the greater the bending of O=U=O molecule, the 

higher the energy cost. However, the energy cost even at a bond angle of 176˚ is only 

about 20 meV. As a result, the 𝑂𝑀
𝐴(D)

− 𝑂𝐸  and 𝑂𝑀
A(D)

− 𝑂𝑀
A(D)

 configurations in the MOF-

4 case have almost the same energy. This means that the strain in the O=U=O bond 

angle does not account for the energy difference between these two configurations. In 

MOF-0, the 𝑂𝑀
D − 𝑂𝑀

D  configuration has a bond angle of 164.8˚ with an associated 

energy cost of ~ 275 meV while the 𝑂𝑀 − 𝑂𝐸 structure has an angle of 174.7˚ and an 

energy cost of ~50 meV, which is consistent with the unfavourability of these 

configurations.   

3.4.5.2 Zr-Ou bond formation 

In the 𝑂𝑀
𝐴 − 𝑂𝐸 configuration of MOF-4, the uranyl ion not only forms U-Oads 
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bonds but also has a Zr-Ou bond (Ou being the oxygen in the uranyl ion). This is evident 

from a comparison of the Zr-Ou distance lengths, which for 𝑂𝑀
𝐴 − 𝑂𝐸  and  𝑂𝑀

A − 𝑂𝑀
A  were 

2.43 Å and 3.45 Å, respectively. Returning to Figure 3-15a, it shows that there is no 

charge transfer between the Zr atom and the uranyl ion double bond oxygen in 𝑂𝑀
A −

𝑂𝑀
A . In contrast, 𝑂𝑀

𝐴 − 𝑂𝐸  in Figure 3-15c shows considerable charge transfer. To show 

that this is associated with the Zr-Ou bond, in Figure 3-17, we plot the density of state of 

the Zr atom d orbital and Ou-p orbital for these two configurations. The 𝑂𝑀
𝐴 − 𝑂𝐸  shows 

the more orbital overlap than the 𝑂𝑀
A − 𝑂𝑀

A , consistent with the Zr atom has a stronger 

bond with uranyl ion double bond oxygen in 𝑂𝑀
𝐴 − 𝑂𝐸 .  

 
 
 
Figure 3-16. The energies of an isolated uranyl ion as a function of the O=U=O bond 

angle; the zero of energy corresponds to a bond angle of 179.6˚. 



 

66 

 
 
Figure 3-17. The density state of attaching zirconium atom and uranyl ion double bond 

oxygen. a) MOF-4 𝑂𝑀
𝐴 − 𝑂𝑀

𝐴 , b) MOF-4 𝑂𝑀
𝐴 − 𝑂𝐸 . The blue line is the d orbital 

of the zirconium atom, and the red line is the p orbital of oxygen. 

3.5 Conclusion 

In this work we have identified the preferred binding sites of the uranyl ion to the 

Zr MOF structure.  Our results are also in good agreement with the earlier studies of the 

bonding of the uranyl ion to titanium dioxide58 and calcite surfaces64, in which the 

binding energy was determined by the protonation of the surface and the specific 

binding site, with binding being stronger under more basic (more deprotonated) 

conditions. 

Based on that, this work explored the dissociation energy of uranyl cation and 

binding mechanism of uranyl cation with Zr-MOF metal node. To achieve this, we 

thoroughly investigated the 19 different configurations of uranyl cation coordinating to 

Zr-MOFs for charged and neutralized systems using GGA+U and GGA+U with D3. The 

results clearly show that the binding of the uranyl ion is stronger in deprotonated 

conditions than in protonated conditions due to the larger amount of charge transfer.  

The most stable configuration is always the uranyl ion attached to the deprotonated 

middle oxygen and the edge oxygen of the Zr metal node, since this configuration not 

a) b)
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only has U–O bonds but also forms a Zr-Ou bond between the Zr-MOF and axial oxygen 

of the uranyl ion. The identification of the preferred configuration for uranyl cation 

binding with Zr-MOF metal node represents significant mechanistic information that will 

be valuable for the development of more sophisticated leaching models. In addition, the 

strength of the binding of the uranyl to the MOF must be strong enough to offset the 

energy for any bending in the O=U=O bond, which was found to be straighter for the 

𝑂𝑀
𝐴(𝐷)

− 𝑂𝐸  configuration than for the 𝑂𝑀
𝐴(𝐷)

− 𝑂𝑀
𝐴(𝐷)

 configuration. The identification of 

this configuration may have implications for the design of MOFs with improved uranyl 

capture efficiency. 

We conclude that the considered Zr-MOF possesses the ability to strongly bind 

uranyl ions. Moreover, while the strength of the binding does depend on the degree of 

protonation, which will change depending on the pH of the system, the binding to some 

sites is relatively strong for a wide pH range. Thus, these results strongly suggest that 

the Zr-MOFs could be utilized as valuable materials for the sequestration of uranyl ions.  
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CHAPTER 4 
BINDING OF RADIONUCLIDES AND SURROGATE TO 18-CROWN-6 ETHER BY 

DENSITY FUNCTIONAL THEORY† 

4.1 Background 

In chapter 3, we discussed the interaction between metal node and uranyl ions. 

In this chapter, we shift our focus to another strategy mentioned in chapter 1, namely, 

the interaction of organic ligands of MOFs with actinide ions.  Nowadays, the growing 

use of nuclear energy results in the enhanced generation of hazardous radioactive 

waste. This not only includes uranyl ions but also other ions such as americium and 

curium cations, which are highly radioactive.94 As a result, the importance of effectively 

sequestering and confining radionuclides has significantly risen. Therefore, it is crucial 

to prioritize the development of robust and sustainable management strategies for the 

storage and sequestration of these radioactive cations.95,96 Currently, hierarchical 

materials6 including salt-inclusion extended structures,97 zeolites,98,99 metal-organic 

frameworks (MOFs),100,101,102 and materials containing macrocyclic ligands103,104 are 

being explored for their potential in the field of nuclear waste extraction. Recent work by 

Li et al.105 has demonstrated the efficacy of 18-crown-6 ether in trapping plutonium. 

Additionally, numerous theoretical106,107,108,109 and experimental110,111,112 studies have 

shown that crown ether can capture actinide cations. Interestingly, Park et al.113 

synthesized a novel zirconium-based MOF whose linkers, containing 18-crown-6 ether, 

efficiently captured Ce3+, a surrogate for transuranic elements. However, the loading 

capacity of this MOF was found to be limited, at only 0.2 cerium cations per metal node. 

 
†This work described in this chapter has been published in Liu, Y.; Ta, A. T.; Park, K. C.; Hu, S.; 
Shustova, N. B.; Phillpot, S. R. Binding of Radionuclides and Surrogate to 18-Crown-6 Ether by Density 
Functional Theory. Microporous Mesoporous Mater. 2023, 112882. 
https://doi.org/10.1016/j.micromeso.2023.112882 
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Any increase in the material loading capacity will be beneficial to sequestration efforts. 

Due to the radiotoxicity of transuranic elements and the small amounts available for 

studies, experimental efforts are limited and very challenging. Therefore, by 

computationally evaluating the radionuclide-substrate interactions, specifically the 

binding ability of the crown ether toward specific radionuclides, we can shed light on 

specific mechanisms and use the acquired fundamental knowledge for material 

selection. we will also examine cerium salt as a reference since it is commonly used as 

surrogate in experiments of actinide binding. The insights gained from these studies will 

serve as a valuable guide in the development of organic-based systems that can 

effectively capture radionuclides to address challenging questions in the nuclear waste. 

4.2 Computational Method 

All DFT calculations were carried out using the Vienna Ab-initio Simulation 

Package (VASP)65,66 with the Perdew-Burke-Ernzerhof (PBE) exchange-correlation 

functional.67,68 To ensure calculation convergence, the cut-off energy of the wave-

function plane was 520 eV, and all calculations were only performed at the Γ point. The 

complexes of crown ether and nitrates were treated as isolated and were relaxed in a 

20 Å cubic box, which provides a vacuum space that is large enough to completely 

remove interactions from the periodic boundary. The cerium pseudopotential included 

12 valence electrons (5s25p66s26d14f1); the americium pseudopotential included 17 

valence electrons (6s26p67s26d25f5); the curium pseudopotential included 18 valence 

electrons (6s26p67s26d25f6). The oxygen pseudopotential included 6 valence electrons 

(2s22p4); the carbon pseudopotential included 4 valence electrons (2s22p2), and the 

nitrogen pseudopotential included 5 valence electrons (2s22p3). The present study 

employed the DFT+U114 method to describe electron localization in the 5f states of the 
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actinide and 4f states of cerium. To establish an appropriate value of U for the heavy 

elements, Tables 4-1 and 4-2 report the structural parameters determined using various 

U values. Through the integration of our computational results and literature values, 

after checking the binding energy and structure parameters, the optimal U values of 4.5 

eV115,116,117,118 4.8 eV119,120, and 4 eV121 were identified for cerium, americium, and 

curium, respectively.  

Table 4-1. The six bond lengths of Ce-O(crown) unit in (Å), and binding energy of cerium 
nitrate within 18-crown-6 ether, unit in eV by applying different Hubbard U 
values for cerium. 

Hubbard U 0 0.5 1 1.5 2 2.5 

Ce-O6 2.697 2.693 2.693 2.693 2.693 2.693 

Ce-O5 2.740 2.740 2.741 2.741 2.741 2.742 

Ce-O4 2.790 2.787 2.787 2.787 2.787 2.786 

Ce-O3 2.812 2.800 2.800 2.801 2.802 2.802 

Ce-O2 2.849 2.844 2.844 2.844 2.844 2.844 

Ce-O1 2.877 2.871 2.871 2.871 2.872 2.870 

Binding Energy -1.694 -1.710 -1.723 -1.734 -1.746 -1.756 

Hubbard U 3 3.5 4 4.5 5 5.5 6 

Ce-O6 2.693 2.697 2.698 2.699 2.699 2.699 2.700 

Ce-O5 2.743 2.741 2.743 2.742 2.742 2.743 2.744 

Ce-O4 2.787 2.785 2.785 2.787 2.784 2.785 2.787 

Ce-O3 2.803 2.804 2.804 2.803 2.805 2.805 2.805 

Ce-O2 2.843 2.847 2.847 2.848 2.846 2.846 2.845 

Ce-O1 2.872 2.869 2.869 2.869 2.870 2.870 2.870 

Binding Energy -1.766 1.773 -1.781 -1.782 -1.797 -1.803 -1.800 

 
Table 4-2. The six bond lengths of Am-O(crown) unit in (Å), and binding energy of 

americium nitrate within 18-crown-6 ether, unit in eV, by applying different 
Hubbard U values for americium. 

Hubbard 
U 

4.0 4.1 4.2 4.3 4.4 4.5 

Am-O6 2.669 2.669 2.671 2.671 2.671 2.671 

Am-O5 2.738 2.737 2.737 2.737 2.737 2.737 

Am-O4 2.775 2.775 2.778 2.778 2.778 2.778 

Am-O3 2.812 2.812 2.812 2.812 2.812 2.812 

Am-O2 2.868 2.868 2.869 2.869 2.869 2.869 

Am-O1 2.890 2.890 2.892 2.892 2.892 2.892 

Binding 
Energy 

-1.592 -1.594 -1.596 -1.598 -1.600 -1.602 
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Table 4-2. Continued. 

Hubbard U 4.6 4.7 4.8 4.9 5.0 

Am-O6 2.671 2.671 2.671 2.671 2.671 

Am-O5 2.737 2.737 2.737 2.737 2.737 

Am-O4 2.778 2.778 2.778 2.778 2.778 

Am-O3 2.812 2.812 2.812 2.812 2.812 

Am-O2 2.869 2.869 2.869 2.869 2.869 

Am-O1 2.892 2.892 2.892 2.892 2.892 

Binding 
Energy 

-1.605 -1.607 -1.609 -1.611 -1.613 

 
In our study, we employed two different DFT functionals, namely the Generalized 

Gradient Approximation (GGA)+U25 and van der Waals (VDW)_DF2+U32,122 to calculate 

the binding energy of cerium nitrate with 18-crown-6 ether. There is a notable difference 

in the binding energy between calculations using GGA+U (-1.782 eV) and VDW-DF2+U 

(-3.144 eV), despite the similarities in the structural parameters (shown in Table 4-3). 

These results showed that the van der Waals forces are an important factor in the 

interaction of the crown ether with cerium nitrate. Therefore, the calculations in the rest 

of this used the VDW_DF2+U method.  

The atomic structures were optimized using a conjugate gradient method74,75 

until the average force reached less than 0.025 eV/Å, with 1×10–5 eV as the energy 

tolerance for each electronic step. Spin-polarization was also included in all 

calculations. Gaussian smearing with a width of 0.05 eV was applied to all 

optimizations. Preliminary GGA+U calculations showed that the incorporation spin 

orbital coupling (soc) effects70 had little impact on binding energies and bond lengths, 

see Table 4-4. Given this small difference, the high computational cost and the fact that 

soc effects are not available for the VDW_D2+U function, the soc correction was not 

taken into consideration in our calculations.  
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To account for solvent effects, the solvation behavior of crown ether with the 

actinide complex was implicitly modeled with VASPsol.33,34 The default parameters for 

VASPsol in a water environment were set as follows: bulk dielectric constant was 80, 

the width of the dielectric cavity was 0.6,33,34 the cutoff charge density was 0.0025 Å-

3,33,34 and a surface tension parameter was 0.525 meV/Å2. 33,34 The equation of solvation 

energy was defined below:  

𝐸𝑠𝑜𝑙 = 𝐸𝑣𝑎𝑠𝑝𝑠𝑜𝑙 − 𝐸𝑣𝑎𝑐𝑢𝑢𝑚 
(4-1) 

where, 𝐸𝑣𝑎𝑠𝑝𝑠𝑜𝑙 was the total energy in implicit aqueous solvent and 𝐸𝑣𝑎𝑐𝑢𝑢𝑚  was 

the total energy in a vacuum. 

The binding energy was defined below: 

𝐸𝑏 = 𝐸𝑐𝑜𝑚𝑝𝑙𝑒𝑥 − 𝐸𝑛𝑖𝑡𝑟𝑎𝑡𝑒 − 𝐸𝑐𝑟𝑜𝑤𝑛 
(4-2) 

where 𝐸𝑐𝑜𝑚𝑝𝑙𝑒𝑥 was the total energy of the crown ether complex, 𝐸𝑛𝑖𝑡𝑟𝑎𝑡𝑒 was the 

total energy of cerium/actinide nitrates, and 𝐸𝑐𝑟𝑜𝑤𝑛 was the total energy of the crown 

ether alone.  

The charge density difference was analyzed with VASPKIT.123 The visulizations 

of structures, charge density differences and electron localization functions (ELF) were 

performed in VESTA.124 

Table 4-3. The comparison of experimental and theoretical data of cerium nitrate in 18-
crown-6 ether by using GGA+U and VDW_DF2+U method. Bond length unit 
in (Å), binding energy unit in eV. 

Name GGA+U VDW_DF2+U Experimental125 

Ce-O6 2.699 2.720 2.618 

Ce-O5 2.742 2.757 2.667 

Ce-O4 2.787 2.795 2.716 

Ce-O3 2.803 2.818 2.737 

Ce-O2 2.848 2.848 2.773 

Ce-O1 2.869 2.876 2.795 

Average Ce-O(crown) 2.791 2.802 2.716 
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Table 4-3. Continued 

Average Ce-O(nitrate) 2.617 2.663 2.642 

Average O(nitrate)-
Ce-O(nitrate) bond 
angle 

49.3 49.1 47.8 

Average O(crown)-
Ce-O(crown) bond 
angle 

60.5 60.6 60.7 

Binding Energy -1.782 -3.144 / 

 
Table 4-4. The six bond lengths of Ce/Am/Cm-O(crown) unit in (Å), and binding energy of 

americium nitrate within 18-crown-6 ether, unit in eV with and without soc 
correction. 

Name GGA+U GGA+U+soc Name GGA+U GGA+U+soc 

Ce-O6 2.699 2.699 Am-O6 2.671 2.670 

Ce-O5 2.742 2.742 Am-O5 2.738 2.736 

Ce-O4 2.787 2.786 Am-O4 2.778 2.772 

Ce-O3 2.803 2.803 Am-O3 2.812 2.813 

Ce-O2 2.848 2.846 Am-O2 2.870 2.870 

Ce-O1 2.869 2.868 Am-O1 2.892 2.891 

Binding 
Energy 

-1.782 -1.840 Binding 
Energy 

-1.609 -1.571 

Name GGA+U GGA+U+soc    

Cm-O6 2.667 2.666 

Cm-O5 2.722 2.724 

Cm-O4 2.774 2.773 

Cm-O3 2.804 2.803 

Cm-O2 2.863 2.864 

Cm-O1 2.886 2.888 

Binding 
Energy 

-1.561 -1.541 

 
4.3 Structures 

4.3.1 Crown Ether 

Park et al.113 used a 18-crown-6 ether-based ligand following to connect the 

metallic secondary building units (SBUs) in a Zr-based MOF to sequester cerium 

cations. We mimicked this process in our simulation study, as depicted in Figure 4-1. In 

the presented paper, we focused only on the core of 4,4′-(2,3,5,6,8,9,11,12,14,15-

decahydrobenzo[b][1,4,7,10,13,16]hexaoxacycloocta-decine-17,20-diyl)dibenzoic acid 
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(H2TPDC-18C6)113 and omitted the rest of the skeleton of reported organic linker from 

consideration (Figure 4-1). Table 4-5 summarizes the average bond length of C–C and 

C–O, obtained from both density functional theory and experimental data; the bond 

lengths were similar, with those determined from DFT being longer by roughly 2%. The 

observed difference were consistent with the findings of Callsen et al.,126 who noted that 

the VDW_DF2 method calculated bond lengths within 1.34 % deviation for diatomic 

molecules. 

 
 
Figure 4-1. The molecular structure of 18-crown-6 crown ether. Oxygen in red, carbon in 

brown, and hydrogen in white. 

Table 4-5. Comparison of DFT and experimental of average bond lengths. Unit in Å. 

Bond length C–C C–O 

DFT (this work) 1.513 1.432 

Experimental127 1.507 1.411 

 
4.3.2 Models of The Cerium-, Americium-, And Curium-based Salts 

To maintain consistency with the work of Park et al.,113 who utilized cerium nitrate 

as the source of the cerium cation, we conducted calculations using cerium, americium 

and curium nitrates. The three nitrate anions, which were symmetrically coordinated to 

the central atom, are illustrated in Figure 4-2. The N-Ce/Am/Cm–N angle was equal to 

120°. Experimental bond length data for these three complexes were not available, 



 

75 

however, our structural parameters for the Ce–O bond length (2.494 Å) are similar, 

albeit slightly shorter, to report on the average Ce–O bond lengths for similar structures 

like tris(nitrate-O, O')bis(l,10-phenanthroline-N, N')-cerium128 and cerium nitrates-18-

crown-6 complex,129 which were 2.566 Å and 2.642 Å, respectively. The calculated 

Ce/Am/Cm-O bond lengths are shown in Table 4-6. The decreasing ionic radii of 6-

coordinated of Ce3+ (115 pm), Am3+ (111.5pm), and Cm3+ (111 pm) was expected to 

result in a corresponding decrease in bond length with oxygen, as Table 4-6 indeed 

shows.  

 
 
Figure 4-2. The molecular structures of a) cerium nitrate, b) americium nitrate, and c) 

curium nitrate. Cerium in yellow, americium in black, curium in green, oxygen 
in red, and nitrogen in blue.  

Table 4-6. The average bond length between cerium, americium, and curium with 
oxygen in their corresponding nitrates complexes. Unit in Å. 

Name Ce-O Am-O Cm-O 

Bond length 2.494 2.452 2.440 

 
After the relaxation, the magnetic moments on cerium, americium, and curium 

were 0.98, 6.12, and 6.77 μB, respectively. To understand the presence of magnetic 

moments, we plot the densities of state (DOS) in Figure 4-3. From these figures, it can 

be seen that the DOS of cerium nitrate is almost symmetrical except for one peak 

around -1 eV, originating from the cerium 4f orbital. However, the DOS of americium 
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and curium nitrates display significant asymmetry, indicating the presence of a higher 

number of unpaired electrons, primarily originating from the 5f orbital electrons within 

the energy window range from -4 to -2 eV (indicated by the cyan line in americium and 

the purple line in curium). This accounts for the larger magnetic moments exhibited by 

americium and curium. 

4.4 Results 

4.4.1 18-Crown-6 Ether Complexes with Cerium, Americium, and Curium Nitrates 

4.4.1.1 Comparison of theoretical and experimental data 

To validate our calculations of the crown ether/actinide complex, we compared 

our DFT results to the experimental molecular structure,129 in Figure 4-4 and Table 4-3. 

Specifically, we compared six Ce-O(crown) bond lengths by ranking the bond lengths from 

shortest to longest. DFT calculations were able to reproduce bond lengths in the same 

order as the experiment and were able to capture the most important structural features. 

The DFT calculations gave longer bond lengths than experimentally reported, with all 

differences less than 5%, a difference that is consistent with the larger DFT values for 

bond lengths in the pure crown ether, discussed above. The average bond lengths of 

Ce–O(nitrate) bonds, O(nitrate)-Ce-O(nitrate) bond angles, and O(crown)-Ce-O(crown) bond angles 

are also shown in Table 4-3. The average bond length of Ce–O(crown) was found to be 

longer than the average Ce–O(nitrate) bond length, which is consistent with experimental 

observations. Additionally, we observed the similarity in bond angles between our 

calculations and experimental data, further supporting the validity of our simulation 

model. 

Figure 4-4 shows the distortion of the cerium nitrates after its capture by crown 

ether. There is one nitrate above the crown ether ring and two nitrates below the ring.  
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Figure 4-3. The density of states of a) cerium, b) americium, and c) curium nitrates 
within the energy window from -10 to 6 eV. The black line is the total density 
of state, and the others are nitrogen in blue line, oxygen in the red line, 
cerium 4f orbital in green line, americium 5f orbital in cyan line, americium 6d 
orbital in gold line, curium 5f orbital in purple line, and curium 6d orbital in 
orange line. 
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The binding of cerium nitrate with crown ether induced structural changes that lead to 

the loss of its original three-fold symmetry. In particular, the bottom two nitrates have 

squeezed to fit with the N-Ce-N angle undergoing a reduction from 120° to 75°, 

concomitant with a tilting of both nitrate moieties. Also, the Ce-O(nitrate) bond length has 

increased. Additionally, the symmetry of the crown ether was broken via a distortion to 

accommodate the cerium nitrates. Specifically, the dihedral angles increased, see Table 

4-7. For example, consider the O3-O6-O2-O4 dihedral angle: the first plane was built by 

O3, O6, and O2 atoms, while the other plane consisted of O6, O2, and O4 atoms (Figure 

4-4). The dihedral angle in the pure crown ether was 3.5°. However, in the merged 

complex, the dihedral angle significantly increased to 32.6°. This notable change in the 

dihedral angle indicates a substantial distortion of the crown ether upon complex 

formation, which breaks its six-fold symmetry in Figure 4-4a. These broken symmetries 

of the cerium nitrate and crown ether are consistent with the slightly different Ce-O(crown) 

bond lengths. We are also interested in the distortion of cerium nitrate. Therefore, we 

simulated a stepwise approach of the cerium nitrate into the ether ring. As Figure 4-5 

shows, the distortion in the bond angles takes place when the cerium atom is about 2.5 

Å from the crown ether, which corresponds to the position at which the end oxygen of 

the nitrate group reaches the ether ring, in Figures 4-4a and 4-4b.  

4.4.1.2 The 18-crown-6 ether with americium and curium nitrates 

The primary aim of this work was to assess the efficacy of 18-crown-6 ether in 

capturing radionuclide waste, specifically americium and curium nitrate. Figure 4-6(a) 

presents the bond lengths of americium and curium obtained using the VDW_DF2+U 

method. The bond lengths of Am-O(crown) and Cm-O(crown) are similar to each other, 

typically differing by less than 0.01 Å. The average bond lengths of Ce/Am/Cm-O(crown) 
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are similar, presumably largely governed by the bond lengths in the pure crown ether. 

However, the variation in bond lengths for Am-O(crown) and Cm-O(crown) is larger 

compared to Ce-O(crown), with values ranging 0.199 Å and 0.200 Å for Am and Cm, 

respectively, while Ce has a range of 0.156 Å, Figure 4-6(a). Figure 4-6(b) shows that 

the bond angles in all three cases are also very similar, although the O(nitrate)-Am/Cm-

O(nitrate) angles are slightly larger than the O(nitrate)-Ce-O(nitrate) angle. Moreover, the 

dihedral angle with Am and Cm cases is slightly larger than Ce case, which means the 

18-crown-6 ether exhibits more distortion in the cases of Am and Cm compared to Ce.  

 
 
Figure 4-4. The molecular structure of cerium within crown ether, a) comparison of 

cerium nitrate structure before and after insertion crown ether; the hydrogen 
has been omitted for clarity, b) Top view of the optimized structure of cerium 
nitrates inside of crown ether. Cerium atoms are shown in yellow, oxygen in 
red, nitrogen in blue, carbon in brown, and hydrogen in white. 

Table 4-7. The dihedral angle of pure 18-crown-6 ether and 18-crown-6 ether within 
cerium nitrate complex. 

Atom build planes Pure 18-crown-6 ether cerium nitrate complex 

O3-O6-O2-O4 3.45° 32.60° 

O6-O1-O4-O5 4.74° 45.98° 

O1-O2-O5-O3 1.24° 13.71° 

O2-O4-O3-O6 3.48° 32.69° 

O4-O5-O6-O1 4.72° 45.04° 

O5-O3-O1-O2 1.23° 12.99° 

 



 

80 

 
 
Figure 4-5. The N-Ce-N bond angle and binding energy between cerium nitrate and 

crown ether as a function of distance. In the "isolated" tag, the bond angle 
and binding energy were calculated with the two entities separated from each 
other. 

The binding energies of americium and curium nitrate in the crown ether were 

calculated to be -2.99 eV and -2.94 eV, respectively. These values were similar to the 

binding energy of -3.14 eV observed for cerium nitrate. It appears that the higher 

distortion of the crown ether in Am and Cm cases is the reason for their less negative 

binding energy compared to Ce. The increased distortion of the crown ether requires 

more energy, resulting in a weaker binding in Am and Cm systems. Finally, the close 

similarity in binding energy suggested that cerium could serve as a suitable surrogate 

for americium and curium. There are also small differences in the magnetic moment of 

Ce, Am, and Cm, as shown in Table 4-8. 
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Table 4-8. The magnetic moment of Ce, Am, and Cm in pure corresponding nitrates, 
18-crown-6 ether, nitrogen-based crown ether, and amine-based crown ether. 
Unit in (μB). 

Magnetic moment Ce Am Cm 

Corresponding 
nitrates 

0.98 6.12 6.77 

18-crown-6 ether 0.98 6.10 6.74 

Nitrogen-based 
crown ether 

0.98 6.09 6.75 

Amine-based crown 
ether 

0.98 6.10 6.75 

 
4.4.2 Nitrogen, Sulfur, and Phosphorus-Based Crown Ethers 

4.4.2.1 Benchmark 

Recent computational analyses indicate that the affinity between the uranyl 

cation and crown ether amplifies with an incremental substitution of oxygen atoms by 

the amine (-NH) functional group.130 We, therefore, considered amine-based crown 

ethers with cerium nitrates, Figure 4-7(a). To systematically show the effects of the 

amine group, the binding energy of cerium nitrate with different numbers of amine 

groups in the crown ether ring was calculated. As depicted in Figure 4-8, the 

substitution of oxygen by amine leads to an enhancement in the binding energy. In 

studying the chemical compositions, we found that there are three distinct variations 

when it comes to the amine group substitution. These variations correspond to the 

unique configurations of 4O2N, 3O3N, and 2O4N. The differences arise from the 

diverse arrangements of oxygen and amine molecules in each case. What's intriguing 

about this observation is its similarity to patterns we previously identified with the uranyl 

cation. 130 
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Figure 4-6. The molecular structure measurements, (a) bond length and (b) bond angles 

of americium/curium/cerium with oxygen in 18-crown-6 ether by using the 
VDW_DF2+U method. The dihedral angle is measured by the two planes: 
one is built by O1, O2, and O5 atoms, while the other plane is O2, O3, and O5 
atoms. The M represents Ce, Am, and Cm. 

To gain further insight into the binding behavior of cerium nitrates and crown 

ether, our investigation focused on exploring alternative substitutions for oxygen in the 

crown ether molecule; for the purpose of this analysis, it is not important whether these 

systems have been synthesized or not. To explore the effects of electronegativity, we 
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evaluated the impact of oxygen substitution by three other species: nitrogen, 

phosphorus, and sulfur, also shown in Figure 4-7. 

 
 
Figure 4-7. The optimized structure of cerium nitrate in a) amine-based, b) imine-based, 

c) sulfur-based, and d) phosphorus-based crown ether by using the 
VDW_DF2+U method. The cerium atom is in yellow, nitrogen in blue, carbon 
in brown, oxygen in red, phosphorus in purple, sulfur in cyan, and hydrogen in 
white. 

 
 
Figure 4-8. The binding energy of cerium nitrate increases as the number of oxygens 

substituted by the amine group in the crown ether by using the VDW_DF2+U 
method. The x-axis identifies the number of oxygens and amines in the crown 
ether ring.  
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To distinguish the difference substitution, the -O, -NH, -N, -S and -PH in the 

crown ether ring are dubbed oxygen-, amine-, imine-, sulfur-, and phosphorus-based 

crown ether. The imine-substituted crown ether exhibits a distinct characteristic 

compared to the amine-substituted case. This difference arises from the need to fulfill 

the coordination requirements of nitrogen and carbon atoms. To achieve this 

coordination, the -N(H)-C(H)2- bond undergoes hydrogen removal, resulting in the 

formation of an -N=CH- bond. To ensure a physically reasonable structure of the crown 

ether, one hydrogen atom on the nitrogen of adjacent carbon is consequently removed. 

see the red circle in Fig. 4-7(b). Although the imine- and phosphorus- based crown 

ether have not yet been experimentally synthesized, we still consider their potential 

application to assess their energetic properties in binding cerium nitrates. It is important 

to note that the label imine-based crown ether may not be entirely chemically correct 

due to the presence of -N=C- double bonds; nevertheless, we use this nomenclature for 

the sake of simplicity. Our findings, as determined through the binding energy 

calculations in Table 4-9, indicate that amine/imine-substituted crown ethers exhibit 

higher binding energies than phosphorus and sulfur-based crown ethers. We find that 

the amine-substituted ether has the highest binding energy of all. Table 4-9 also shows 

the mean bond lengths, averaging over all six Ce-(NH/N/O/S/PH) (crown) bonds. The 

average bond lengths for phosphorus and sulfur are significantly longer than for the 

other three, consistent with the much lower binding energies. To understand the longer 

bond distance between these two crown ethers and cerium atom, we measure the 

mean diameters of the corresponding oxygen, nitrogen, sulfur, and phosphorus atoms 

along the diagonals in the pure crown ether, as shown in the third row of Table 4-9. 
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These calculations show that sulfur and phosphorus-based crown ethers have 

significantly larger diameters, indicating that the size of the crown ether rings is larger 

than that of amine-, imine-, and oxygen-based crown ethers. Indeed, this difference in 

crown ether ring size accounts for the longer distances observed between cerium and 

these two crown ethers.  

Table 4-9. Comparison of binding energy and mean bond lengths of cerium with crown 
ether (CE), and mean diameters of corresponding pure crown ether by using 
the VDW_DF2+U method. 

 Ce-NH_CE Ce-N_CE Ce-O_CE Ce-S_CE Ce-PH_CE 

Binding 
Energy (eV) 

-4.207 -3.681 -3.144 -2.620 -2.400 

Mean bond 
length (Å) 

2.878 2.782 2.803 3.300 3.253 

Mean 
diameter 
(Å) 

5.712 5.401 5.868 6.382 7.058 

 
 To understand the binding behavior in Table 4-9, charge density difference 

maps are shown in Figure 4-9. The charge density difference was determined by 

subtracting the charge density of the merged complex from that of the isolated cerium 

nitrate and crown ether at the same positions; if there were no interactions between the 

two, then the charge difference would be zero everywhere. The charge density 

difference maps clearly demonstrated the accumulation of charge between the cerium 

and crown ether atoms in all five systems. This indicated that, upon the encapsulation of 

cerium nitrates within the crown ether, electron sharing occurred between them. 

However, there were notable differences in the charge distribution patterns among the 

amine, imine, oxygen, sulfur, and phosphorus atoms. In the amine, imine, and oxygen-

based crown ether cases (Figures 4-9(a)-4-9(c)), a similar and complex charge 

distribution was observed. On the NH/N/O atoms facing of the cerium side (see red 
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circle in Figures 4-9(a)-4-9(c)) there was a reduction in charge density, while on the 

opposite side, there was a back-donation of charge density. By contrast, in the sulfur 

case (Figure 4-9d) there was no evident charge density reduction on sulfur atoms facing 

the cerium side, but there was a reduction on the other side. Moreover, the amount of 

charge transfer in the sulfur case was lower than that observed in the amine-based 

crown ether. The charge transfer for the phosphorus case (Figure 4-9e) was even less 

than the sulfur case. Additionally, there was no back-donation observed on the other 

side. These differences in charge transfer are consistent with differences in binding 

energy, with the latter two cases exhibiting less negative binding energies.  

 
 
Figure 4-9. The charge density difference maps between cerium nitrate with a) amine-

based, b) imine-based, c) oxygen-based, d) sulfur-based, and e) phosphorus-
based crown ether by using VDW_DF2+U method. The yellow region means 
the charge density accumulation, and the cyan region means the charge 
density reduction. The surfaces shown correspond to electron isovalues of 
0.004 e/Å3

. 
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4.4.2.2 The amine and imine-based crown ethers with actinide nitrates 

Based on the results above, the N and NH-based crown ether have the strongest 

binding energies with cerium nitrate, and thus we focus on these two crown ethers with 

americium and curium nitrates. The optimized structures for the americium/curium 

nitrate are shown in Figure 4-10.  

 
 
Figure 4-10. The top view of optimized structure of americium nitrate in a) amine-based 

crown ether and b) nitrogen-based crown ether, curium nitrate in c) amine-
based crown ether and d) imine-based crown ether by using VDW_DF2+U 
method. The americium in black, curium in green, nitrogen in blue, carbon in 
brown, oxygen in red and hydrogen in white. 

To quantify the clear differences in the structures, Table 4-10 presents the bond 

distances of Am-NH, Cm-NH, Am-N, and Cm-N, which were slightly longer than the Am-
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O and Cm-O bond distances. However, despite the longer bond distances, as Table 4-

11 shows, the binding of Am-NH and Cm-NH were -4.082 eV and -4.045 eV, which 

were about 0.5 eV more negative than those of Am-N and Cm-N. These values 

represented a substantial increase in binding compared to the pure oxygen-based 

crown ether: -2.99 eV and -2.94 eV, respectively. The magnetic moment is shown in 

Table 4-8. 

Table 4-10. Bond lengths between americium/curium and nitrogen in the ether as 
determined by the VDW_DF2+U. Unit in Å. 

Compounds Bond lengths 

Am-N6 2.777 Am-NH6 2.839 Cm-N6 2.771 Cm-NH6 2.819 

Am-N5 2.698 Am-NH5 2.815 Cm-N5 2.699 Cm-NH5 2.826 

Am-N4 2.769 Am-NH4 2.877 Cm-N4 2.760 Cm-NH4 2.877 

Am-N3 2.795 Am-NH3 2.875 Cm-N3 2.786 Cm-NH3 2.854 

Am-N2 2.728 Am-NH2 2.799 Cm-N2 2.732 Cm-NH2 2.805 

Am-N1 2.802 Am-NH1 2.998 Cm-N1 2.791 Cm-NH1 2.981 

 
Table 4-11. Binding energy (in eV) between americium/curium nitrates in NH-crown 

ether (CE) and N-crown ether by using the VDW_DF2+U method.  

Name Am(NO3)3-
NH_CE 

Cm(NO3)3-
NH_CE 

Am(NO3)3-
N_CE 

Cm(NO3)3-
N_CE 

Binding 
Energy 

-4.082 -4.045 -3.582 -3.557 

 
4.4.2.3 Comparison of Charge Density Maps 

To characterize the bonding of americium and curium nitrate in crown ether, we 

analyzed the charge density differences123, in Figures 4-11 and 4-12. In the trajectory of 

the Am (Cm)-O/NH/N bond, a diminution in charge density was observed on both the 

oxygen/nitrogen and the americium (curium) atoms. Concurrently, an augmentation in 

charge density was noted interstitially between these atoms, signaling a charge transfer 

event between the two entities. 

Furthermore, the charge accumulation associated with americium (curium) in 

conjunction with the imine/amine functional group in the imine/amine-modified crown 
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ether surpassed that observed between americium (curium) and oxygen atoms in the 

traditional oxygen-containing crown ether. The augmented electron observation in the 

amine/imine-functionalized ether aligns with the observation that the amine/imine-

modified crown ether manifests an elevated binding energy. To quantify the charge 

transfer after the inclusion of americium (curium) nitrates in the crown ether, we 

employed Bader charge analysis131, 132, 133, 134. Table 4-12 shows that the NH-crown 

ether exhibits the highest amount of charge transfer, which is consistent with the highest 

binding energy. 

 
 
Figure 4-11. The charge density difference map of a) Am (NO3)3-O_CE, b) Am (NO3)3-

N_CE and c) Am (NO3)3-NH_CE by using VDW_DF2+U method. The cyan 
area represents the charge density reduction, while the yellow represents the 
charge density accumulation. The electron isovalue is 0.01 e/Å3.  

 
 
Figure 4-12. The charge density difference map of a) Cm (NO3)3-O_CE, b) Cm (NO3)3-

N_CE and c) Cm (NO3)3-N(H)_CE by using vdw_DF2+U method. The cyan 
area represents the charge density reduction, while the yellow represents the 
charge density accumulation. The isovalue is 0.01 e/Å3. 
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Table 4-12. Bader charges analysis for different compounds by using the VDW_DF2+U 
method. 

Compounds charge on actinide nitrates charge on crown ether 

Am(NO3)3-O_CE -0.23 +0.23 

Am(NO3)3-N_CE -0.35 +0.35 

Am(NO3)3-NH_CE -0.40 +0.40 

Cm (NO3)3-O_CE -0.23 +0.23 

Cm (NO3)3-N_CE -0.36 +0.36 

Cm (NO3)3-N(H)_CE -0.40 +0.40 

  
4.4.2.4 Electron localization function of nitrogen-based crown ether with actinide 

nitrites 

To gain a deeper understanding of the bonding behavior between the actinide 

element and crown ether, we analyzed the electron localization function (ELF).135 The 

ELF is a measure of the probability density of finding a pair of electrons with the same 

spin near a reference electron pair. It is related to the electron density and reflects the 

extent of electron localization in a system. In other words, it measures the tendency of 

electrons to localize in pairs, rather than spreading uniformly throughout the molecule. 

Thus, the ELF is a useful tool to characterize the bond behavior as a primary bonding 

(metallic, ionic, and covalent) or secondary bonding (van der Waal bonding). 

Specifically, Koumpouras136 et al. reported the electron localization function (ELF) as a 

scalar function with values ranging from 0 to 1; when ELF is greater than 0.7, electrons 

are considered to be localized and can be found in the core, covalent bonding, or lone 

pair regions. When ELF is between 0.7 and 0.2, electrons can be electron-gas or 

typically found in metallic bonds. When ELF is less than 0.2, the electrons are 

considered to be delocalized and involved in non-covalent bonds. 

As shown in Figures 4-13 to 4-16 below, a plane was constructed through two 

nitrogen atoms denoted by red circles and the americium (curium) atom. The resulting 

visualization indicates the presence of an indigo-hued region of low electron localization 
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between the nitrogen and americium atoms; the ELF value in these regions was less 

than 0.2, which is suggestive of a non-covalent bond between them. To make 

interpretation of the ELF easier, this was converted into a linear profile (as shown in 

Figures 4-17 and 4-20). Only the ELF values of americium (curium) with different 

nitrogen atoms in the crown ether are presented, as they indicated the interaction 

between these atoms.; the curves were shown very similar. The analysis revealed 

notable differences in the ELF between the nitrogen and americium (curium) regions. 

The high ELF values observed on the nitrogen side indicate strong electron localization. 

In contrast, the ELF values around 0.5 on the americium (curium) side indicated a 

tendency towards electron gas-like behavior. Moreover, the non-zero ELF value (0.05) 

at the minimum point of two curves136 suggested the presence of van der Waals (vdW) 

bonding between americium (curium) and crown ether, as the minimum ELF value for 

ionic bonding is typically even close to zero (less than 0.01).136 In short, this observation 

suggested that the interaction between the actinide and crown ether is primarily driven 

by the long-range dispersion force. 

 
 
Figure 4-13. The 2D plane of electron localized function is built by a) N1-Am-N6, b) N2-

Am-N5 and c) N3-Am-N4 of americium nitrate in amine-based crown ether. 
The red circle denotes the two nitrogen that is used for building the plane.  
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Figure 4-14. The 2D plane of electron localized function is built by a) N1-Am-N6, b) N2-

Am-N5 and c) N3-Am-N4 of americium nitrate in nitrogen-based crown ether. 

 
 
Figure 4-15. The 2D plane of electron localized function is built by a) N1-Cm-N6, b) N2-

Cm-N5 and c) N3-Cm-N4 of curium nitrate in amine-based crown ether. 

 
 
Figure 4-16. The 2D plane of electron localized function is built by a) N1-Cm-N6, b) N2-

Cm-N5 and c) N3-Cm-N4 of curium nitrate in nitrogen-based crown ether. 
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Figure 4-17. The 1D linear profile electron localized function from americium to different 

nitrogen of americium nitrate in amine-based crown ether.  

 
 
Figure 4-18. The 1D linear profile electron localized function from americium to different 

nitrogen of americium nitrate in nitrogen-based crown ether. 
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Figure 4-19. The 1D linear profile electron localized function from curium to different 
nitrogen of curium nitrate in amine-based crown ether. 

 
 
Figure 4-20. The 1D linear profile electron localized function from curium to different 

nitrogen of curium nitrate in nitrogen-based crown ether. 
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4.4.2.5 Solvation Effect 

In Table 4-3, we benchmarked our simulation of the intact molecule, cerium 

nitrate, within the oxygen-based crown ether against the experimental crystal molecular 

structure. However, it is also essential to consider the effect of dissolution of the 

molecules to calculate the binding energy because the extraction of cations usually 

occurs in an aqueous environment. 113 Since cerium/americium/curium nitrates are also 

water-soluble, the coordination of actinide cations are dynamic in an aqueous 

environment. They can exist as bare cations, coordinate with water molecules, 

associate with nitrates, or even form a mixture of both water and nitrates. Consequently, 

we considered three reference conditions: bare actinide cations, actinide cation-water 

clusters, and intact actinide nitrates. It is known that the coordination number of Am3+ 

with water is nine137,138 and Cm3+ varies between eight and nine water molecules;139 we 

consistently used nine for uniformity. When these actinide-water complexes were 

positioned within the crown ether's cavity, the six-fold crown ether occupied six of the 

actinide cation's coordination sites. The three remaining coordination sites of the 

actinide cation were occupied by three water molecules: one situated above the crown 

ether plane and the other two positioned below it. In addition to this explicit treatment of 

the water in the first solvation cell, the more distant effects of the water medium were 

accounted for using an implicit solvation model. 

Table 4-13 showed the effects of solvation of americium (III) and curium (III) 

cations as determined using VASPsol.33,34 There are several points to highlight. First, 

for the oxygen-based crown ethers, both actinide cations hydrated implicitly only and 

actinide ions with the first neighbor shell treated explicitly in addition, yield binding 

energies within ~0.04eV of each other for both Am (-0.496 and -0.460 eV) and Cm (-
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0.433 and -0.396 V). This is an important consistency between the methods and gives 

confidence in these results. Indeed, they are consistent with experimental data, which 

lie in the range of  is -0.2 to -0.5 eV,140,141 The level of agreement between the methods 

is also very good for the imines: -1.651 and -1.607 eV for Am and -1.598 and -1.544 for 

Cm.  

However, there are larger differences in binding energy emerged with amine-

crown ethers. -2.030 eV vs -1.763 eV for Am and -1.954 and -1.683 eV for Cm. Despite 

being larger than for the imine and oxygen cases, these still point to the robustness of 

these calculations. Since the model with explicit as well as implicit hydration embeds 

more of the physics of the real system,142 we can consider these to be the most reliable.  

Table 4-13. Binding energy (in eV) of Am3+/Cm3+ cations and Am3+(H2O)9/Cm3+(H2O)9 
complexes in oxygen-, imine-, and amine-based crown ether using the 
VASPsol method. 

 X3+-O_CE X3+-N_CE X3+-NH_CE 

 X=Am X=Cm X=Am X=Cm X=Am X=Cm 

Implicit -0.496 -0.433 -1.651 -1.598 -2.030 -1.954 

Expilcit+Implicit -0.460 -0.396 -1.607 -1.544 -1.763 -1.683 

When we assessed the binding energies using the actinide nitrates reference, 

they were more negative compared to those of the bare cations and the actinide-water 

clusters, as shown in Table 4-14 below. Considering the dynamic coordination of 

actinide cations mentioned above and the presence of a water solvent, it is improbable 

that three nitrates would anchor to the actinide cations simultaneously. As such, we 

considered the results from actinide nitrates as an upper limit of magnitude of the 

binding energy. 

Moreover, considering solvation effects, the binding energy difference between 

NH- and N-based crown ether decreased, dropping from approximately 0.5 eV in a 

vacuum in Table 4-11 to 0.3 eV in an aqueous environment. This variation was due to 
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the N-based crown ether's more negative solvation energy of -0.769 eV than the NH-

based crown ether's -0.298 eV. This indicated that the N-based crown ether is more 

hydrophilic than the NH-based variant.  

Table 4-14. Binding energy (in eV) of Am(NO3)3/Cm(NO3)3 complexes in oxygen-, 
imine-, and amine-based crown ether using the VASPsol method. 

 X3+-O_CE X3+-N_CE X3+-NH_CE 

 X=Am X=Cm X=Am X=Cm X=Am X=Cm 

Actinide-
nitrates+Implicit 

-1.561 -1.534 -2.534 -2.518 -2.818 -2.790 

In Section 3.1.2, our calculations showed that the binding energies of 

cerium/americium/curium nitrates within oxygen-based crown ether were approximately 

-3 eV in vacuum. Additionally, we further calculated the bare Am3+ and Cm3+ cations in 

the oxygen-based crown ether in vacuum, the binding energy were -19.910 eV and -

19.841 eV, respectively. Based on the above results these vacuum results are clearly a 

very large overestimate of the binding strength in aqueous conditions. For instance, in 

the case of Am, the binding energies in implicit solvation model for bare cations, 

americium-water clusters, and americium nitrates were -0.496 eV, -0.460 eV, and -

1.561 eV, respectively as compared to the vacuum value of -2.990 eV. Thus, 

consideration of the solvation effect was crucial when calculating the binding energy of 

an actinide cation inside the crown ether cavity.  

Finally, even though the binding energies were different for the different levels of 

analysis, the trends remain consistent: NH-crown ether had the highest binding energy, 

followed by N-crown ether, with O-crown ether exhibiting the lowest binding energy. 

These trends aligned with the energy trends observed in vacuum cases and do not 

change our primary conclusions. 
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4.5 Conclusions 

Our results indicated that GGA+U25 and VDW_DF2+U32,122 methods yielded 

good agreement with experimental data for the structure of the cerium nitrate/crown 

ether system. However, the use of the VDW_DF2 method revealed a more negative 

binding energy, indicating the significant contribution of van der Waals interactions in 

the interaction between cerium nitrate and crown ether. The analysis of the electron 

localization function (ELF)135 further supported this finding, as it demonstrated non-

sharing bond behavior because of the presence of non-zero ELF,136 characteristics of 

van der Waals interactions. As such, the VDW_DF2 method was deemed the most 

suitable for calculating the binding energy, especially given the unavailability of 

DFT_D331,76 for transuranic elements. After verifying the accuracy of our calculations for 

cerium nitrate binding, we extended our calculations to include americium and curium 

nitrates within the crown ether, thereby gaining a deeper understanding of the 

interactions involving actinide species within crown ether. Furthermore, when 

considering the solvation effect using VASPsol,33,34 an implicit solvation model, the 

binding energy of the crown ether with actinide nitrates was less negative than in the 

vacuum calculation. However, the binding energy remained negative, indicating that the 

process of the crown ether capturing actinide nitrates was thermodynamically favorable.   

Additionally, the comparable binding energies observed for cerium, americium, 

and curium nitrate complexes with the 18-crown-6 ether, along with the similarity in their 

corresponding charge density difference maps, provided strong evidence supporting the 

notion that cerium nitrates could serve as suitable surrogates for americium and curium 

nitrates. These findings suggested that the behavior and properties of cerium in 

complexation with the crown ether closely resembled those of americium and curium.  
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Furthermore, we explored the impact of amine substitution for oxygen in the 

crown ether ring and observed a correlation between the number of amine groups in the 

ring and the resulting binding energy. We also explored the substitution of oxygen with 

imine, sulfur, and phosphorus. Our calculations revealed that the substitution of amine 

and imine resulted in the highest binding energy. This can be attributed to the significant 

charge transfer observed between the nitrogen atoms and the actinide atoms, as 

revealed by the charge density difference map. In contrast, the substitution of oxygen, 

sulfur, and phosphorus showed comparatively less charge transfer with the actinide 

atoms. Consequently, we suggested that imine/amine-based crown ether could 

efficiently trap actinide nitrates and thus provide a new ligand option for the MOF to 

capture radionuclide species.  

We began with the scenario in which the nitrate groups remain attached to the 

metallic ions, aligning our findings with experimental studies on crown ether molecular 

structures.129 However, to describe aqueous conditions,113 it was also essential to 

account for solvation effects. We examined this influence using three references: bare 

cations, actinide-water clusters, and actinide nitrates, utilizing VASPsol33,34 as our 

implicit solvation model. In each case, the binding energies between the crown ether 

and actinide cations were less negative compared to the values from vacuum 

calculations. This suggested that the vacuum calculations of the molecular systems 

overestimate the binding energy, indicating the importance of considering solvation 

effects in such assessments.  

In the future, we propose further investigations into modifying other crown ethers, 

which was reported by the work of George et al.,143 by substituting oxygen atoms with 
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nitrogen. This exploration, coupled with the design of novel metal-organic frameworks 

via experimental work to incorporate these modified crown ethers, holds promise for 

increasing the capacity of MOFs in capturing and sequestering radionuclide waste. By 

combining computational insights with experimental efforts, we can contribute to the 

development of more efficient and sustainable approaches for the remediation of 

actinide-contaminated environments. 

 

  



 

101 

CHAPTER 5 
ADDITIONAL STRATEGIES FOR THE SEQUESTRATION OF RADIONUCLIDES 

FROM DENSITY FUNCTIONAL THEORY‡ 

5.1 Background 

In this chapter, we present results of our collaborative approach, blending 

experiments with computational simulations. Here, the primary focus here will be on the 

computational aspects, with relevant experimental findings will be introduced as 

needed. 

In earlier chapters, we delved into the intricacies of using metal nodes and 

organic ligands within MOFs as a strategy for nuclear waste containment. Both 

demonstrated significant promise in achieving this goal. This chapter looks at how the 

transmetallation process, which involves substituting one type of metal atoms for 

another, can enhance the framework's properties. In our work, we will explore two 

distinct transmetallation processes: first, the substitution of Zr-Based MOFs with Th-

MOFs. and second, the replacement of U-Based MOFs with either Th-MOFs or Pu-

MOFs. This presents a novel method for the sequestration of plutonium cations. 

5.2 Computational Methods 

All of the density functional theory (DFT) calculations used the same functionals 

and setting as used in Chapter 4. To remain consistent in our comparisons, the 5f state 

of the uranium, plutonium, and thorium atoms was described by the DFT+U method,72 

with effective Hubbard U parameters of 4.0 eV,144 4.5 eV145 and 6 eV146 respectively, 

 
‡ This part of work has been published in Park, K. C.; Kittikhunnatham, P.; Lim, J.; Thaggard, G. C.; Liu, 

Y.; Martin, C. R.; Leith, G. A.; Toler, D. J.; Ta, A. T.; Birkner, N.; Lehman‐Andino, I.; Hernandez‐
Jimenez, A.; Morrison, G.; Amoroso, J. W.; zur Loye, H.; DiPrete, D. P.; Smith, M. D.; Brinkman, K. S.; 

Phillpot, S. R.; Shustova, N. B. F‐ Block MOFs: A Pathway to Heterometallic Transuranics. Angew. 

Chemie Int. Ed. 2023, 62 (5). 



 

102 

which are suitable values to guarantee electron localization. The number of valence 

electrons present in the pseudopotentials used is: 12 for zirconium (4s25s24p64d2), 14 

for uranium (6s26p65f27s26d2), 16 for plutonium (6s26p65f47s26d2), 12 for thorium 

(6s26p65f17s26d1), six for oxygen (2s22p4), and four for carbon (2s22p2). To account for 

solvent effects, the solvation behavior of U-Me2BPDC-8 and Th-Me2BPDC-8 metal 

nodes was implicitly modeled with VASPsol.77,78 In VASPsol, the bulk dielectric constant 

is set to 80, the width of the dielectric cavity is 0.6, the cutoff charge density is 0.0025 

Å−3, and a surface tension parameter is 0.525 meV/Å2. 

Proton dissociation energies were also assessed for U-Me2BPDC-8 and Th-

Me2BPDC-8 nodes. Specifically, our methods followed those reported by Ho et al.147 

and were performed via the Gaussian16148 software package. Calculations used either 

the CRENBL or the Stuttgart effective core potentials to model uranium and 

thorium.149,150 To ensure consistency between the two potentials, the relativistic large 

core (RLC) effective pseudopotential, MWB78, was used for uranium and thorium,150,151 

and also in the Stuttgart potential. The MWB means that multi-electron fit quasi-

relativistic, and 78 means there are 78 core electrons. Thus, there are 14 and 12 

valence electrons in uranium and thorium, respectively. The 6-31G** basis set149 was 

used for the C, O, and H atoms, while the B3LYP152 level of approach was used in all 

DFT calculations.  

5.3 MOF Secondary Unit Buildings (SBUs) Structures 

In Figure 5-1, we present a standard MOF-SBU. Depending on the number of 

organic ligands associated, these can be categorized into MOF-8, MOF-10, and MOF-

12. For the current purposes, the default MOF-SBU referred to is MOF-8, with MOF-10 

and MOF-12 being explicitly mentioned as required. In MOF-8, the metal atoms at the 



 

103 

top and bottom are coordinated to eight oxygen atoms each, whereas those on the 

equatorial plane are coordinated to six oxygen atoms. Conversely, for MOF-10 and 

MOF-12, metal atoms are coordinated to seven and eight oxygen atoms, respectively.  

 
 
Figure 5-1. Schematic representation of MOF-SBU structures. From left to right: MOF-8, 

MOF-10, and MOF-12. For clarity, organic ligands are represented by 
hydrogen atoms. Color coding: metal atoms in green, oxygen in red, carbon in 
brown, and hydrogen in white.  

5.4 Results 

5.4.1 Formation Energy of Zr- and Th-Based SBUs 

As highlighted in Chapter 3, Zr-based MOFs have been proposed as candidates 

for radionuclide sequestration. Building on this idea, we explore the potential of MOFs 

based on elements other than zirconium. Consequently, substituting Zr with Th in MOFs 

presents an alternative method for sequestering actinide ions. However, the stability of 

Th-based MOFs remains uncertain. In this section, we aim to compare the stability of 

Th- and Zr-based MOFs. Given existing literature reports153,154 attesting to the stability 

of Zr-MOFs at room temperature, our focus will be on the stability of Th-MOFs. 

Specifically, we will calculate the formation energy of SBU units. If the formation energy 

for Th-MOFs is more negative than that of Zr-MOFs, it suggests that synthesizing Th-
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MOFs is thermodynamically favorable. The equation used to determine formation 

energy was defined as: 

𝐸𝑓 = 𝐸𝑡𝑜𝑡𝑎𝑙 − 𝑎 ∗ 𝜇𝑀 − 𝑏 ∗ 𝜇𝑂 − 𝑐 ∗ 𝜇𝐶 − 𝑑 ∗ 𝜇𝐻 
(5-1) 

Here, 𝐸𝑓 is the formation energy, 𝐸𝑡𝑜𝑡𝑎𝑙  is the total energy of Zr-/Th-SBU from DFT 

results, 𝑎 is the number of Zr/Th atoms in SBU,  𝜇𝑀 is the Zr/Th chemical potential, 𝑏 is 

the number of oxygens, 𝜇𝑂 is the oxygen chemical potential, 𝑐 is the number of carbons, 

𝜇𝐶 is the carbon chemical potential, 𝑑 is the number of hydrogens and 𝜇𝐻 is the 

hydrogen chemical potential. All of the chemical potential data came from the work of 

Kirklin et al.155 The results of formation energies with different coordination SBUs are 

shown in Table 5-1 

Table 5-1. The formation energy of Zr-/Th- SBU with different coordinations, unit in eV. 

Coordination Zr-SBU Th-SBU 

8 -94.86 -97.79 

10 -108.32 -111.96 

12 -120.80 -125.50 

 
Table 5-1 demonstrates that, irrespective of the SBU coordination, Th-SBU 

consistently has a lower formation energy compared to Zr-SBU. This finding 

emphasizes the inherent stability advantage of Th-SBU over its Zr counterpart. 

Nevertheless, understanding the influence of the organic ligand is crucial. For a more 

comprehensive insight, we simulated the SBU in tandem with the organic ligand. Figure 

5-2 depicts the specific MOF-12 structure, where each metal node is connected to 12 

organic ligands, which in turn link to other metal nodes. In the MOF-12 coordination, we 

introduced the phenyl functional group in two scenarios: one with a single phenyl group 

and the other with two. The consequent formation energy findings are tabulated in Table 

5-2. Reinforcing our initial observations from Table 5-1, the data from Table 5-2 bolsters 
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our hypothesis about the superior stability of Th-SBU. All of those data demonstrate that 

the Th-MOF exhibits greater stability compared to the Zr-MOF. 

Table 5-2. The formation energy of Zr-/Th- SBU-12 with different numbers of additional 
phenyl functional groups, unit in eV. 

Coordination One phenyl functional 
group 

Two phenyls functional 
groups 

Zr-SBU-12 -184.83 -189.73 

Th-SBU-12 -189.64 -194.69 

 

 
 
Figure 5-2. The Zr-/Th-SBU-12 with one additional phenyl functional group (left) and two 

additional phenyls functional groups (right).  

5.4.2 Formation Energy of Transmetallation U-SBUs to Th-SBUs 

In the last section, we established the stability of Th-SBUs by comparing their 

formation energies with those of the corresponding Zr-based MOFs. In this section, we 

present alternative methods for synthesizing Th-MOFs, specifically through the 

transmetallation process involving U-SBU. Initially, we calculated the formation energy 

of SBU based on the number of uranium atoms replaced by thorium. The equation used 

to determine formation energy was defined as: 

𝐸𝑓 =  𝐸𝑆𝐵𝑈 − (6 − 𝑛) ∗ 𝜇𝑇ℎ − 𝑛 ∗ 𝜇𝑈 − 8 ∗ 𝜇𝐶 − 24 ∗ 𝜇𝑂 − 8 ∗ 𝜇𝐻 
(5-2) 
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where 𝐸𝑆𝐵𝑈 is the total energy of the MOF-SBU cluster, n is the number of uranium 

atoms in the MOF-SBU, the chemical potential source is the same as from the last 

section 5.4.1. 

In Table 5-3, we have detailed the formation energies associated with the 

heterometallic MOF-SBUs represented by the formula (An6O8(COOH)8). A distinct 

pattern emerges: as we replace uranium atoms with thorium within the structure, the 

formation energy tends to shift to a more negative value. This shift in energy is 

significant because not only does it underline the thermodynamic favorability of 

incorporating thorium into the structure, but it also suggests that initiating the synthesis 

of Th-MOFs from U-MOFs base could be a viable strategy. This opens up a potential 

avenue for the effective sequestration of thorium elements, especially considering the 

growing interest in harnessing thorium for various nuclear applications.  

Table 5-3. The formation energy of each MOF-SBU cluster.  

Composition 𝑬𝒇𝒐𝒓𝒎 (eV) 

U6-8 -70.41 

U5Th1-8 -73.04 

U4Th2-8 -75.67 

U3Th3-8 -77.84 

U2Th4-8 -80.01 

U1Th5-8 -82.06 

Th6-8 -84.33 

 
5.4.3 Estimating Enthalpy of the Transmetallation reaction of U-SBUs to Th-SBUs  

It is important to compare our computer-based findings with actual experiments. 

While there are not any experimental data on formation energy of Th-MOFs, there are 

experimental results on the energy changes when uranium is replaced by thorium. So, 

we should focus on calculating this energy change and comparing it to these 

experimental values. In experiments, the reaction takes place in a solvation 
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environment, the following equation (5-13) shown below is the reaction describe it 

overall transmetallation process:  

𝑈6-8(𝑠) + 𝑛𝑇ℎ(𝐶𝑙)4,(𝑠) +
1

2
𝑛𝑂2,(𝑔) + 𝑛𝐻2𝑂(𝑙)

→ 𝑈6−𝑛𝑇ℎ𝑛-8(𝑠) + 𝑛𝑈𝑂2𝐶𝑙2,(𝑎𝑞) + 2𝑛𝐻𝐶𝑙(𝑎𝑞) 
(5-3) 

The transmetallation energy equation is then defined as, 

∆𝐸𝑡𝑟𝑎𝑛𝑠 =  ∑ 𝐸𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠 − ∑ 𝐸reactants 
(5-4) 

where the ∆𝐸𝑡𝑟𝑎𝑛𝑠 is the transmetallation energy, the ∑ 𝐸reactants is sum up the 

total energy of reactants and  ∑ 𝐸𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠 is the sum up of the total energy of products. 

However, VASP cannot explicitly account for solvent effects directly and, in turn, cannot 

calculate the total energies of aqueous species such as 𝑈𝑂2𝐶𝑙2 and 𝐻𝐶𝑙. Due to 

computational constraints, simulating this exact scenario is quite challenging. We first 

consider the calculation therefore in the easier way. Conventionally, the reaction is 

calculated under a vacuum environment and the reaction is more specifically,  

𝑈6-8(𝑔) + 𝑛𝑇ℎ(𝐶𝑙)4,(𝑔) +
1

2
𝑛𝑂2,(𝑔) + 𝑛𝐻2𝑂(𝑔)

→ 𝑈6−𝑛𝑇ℎ𝑛-8(𝑔) + 𝑛𝑈𝑂2𝐶𝑙2,(𝑔) + 2𝑛𝐻𝐶𝑙(𝑔)  
(5-5) 

Based on the above reaction, the transmetallation energy, ∆𝐸1, is then 

∆𝐸1 = 𝐸𝑈6−𝑛𝑇ℎ𝑛-8(𝑔)
+ 𝑛 𝐸𝑈𝑂2𝐶𝑙2,(𝑔)

+ 2𝑛 𝐸𝐻𝐶𝑙(𝑔)
− 𝐸𝑈6-8(𝑔)

− 𝑛 𝐸𝑇ℎ(𝐶𝑙)4,(𝑔)

−
1

2
𝑛 𝐸𝑂2,(𝑔)

− 𝑛 𝐸𝐻2𝑂(𝑔)
  

(5-6) 

where 𝐸𝑈6−𝑛𝑇ℎ𝑛-8(𝑔)
 is the total energy of substituted actinide-MOF SBU,  

𝐸𝑈𝑂2𝐶𝑙2,(𝑔)
 is the total energy of the gas state of 𝑈𝑂2𝐶𝑙2, 𝐸𝐻𝐶𝑙(𝑔)

 is the total energy of the 

gas state of 𝐻𝐶𝑙,  𝐸𝑈6-8(𝑔)
 is the total energy of uranium SBU,  𝐸𝑇ℎ(𝐶𝑙)4,(𝑔)

 is the total 



 

108 

energy of gas state 𝑇ℎ(𝐶𝑙)4 , 𝐸𝑂2,(𝑔) is the total energy of oxygen gas, 𝐸𝐻2𝑂(𝑔)
 is the total 

energy of water gas, and n is the number of the uranium is replaced by the thorium. 

To account for the effects of water solvent, an implicit model was implemented 

using VASPsol. Because 𝑈𝑂2𝐶𝑙2 and 𝐻𝐶𝑙 are present in reaction (5-3) as aqueous 

species, their gaseous components from reaction (5-5) will be represented by their 

respective ionic counterparts. 

 𝑈𝑂2𝐶𝑙2,(𝑔) → 𝑈𝑂2,(𝑎𝑞)
2+ + 2 𝐶𝑙(𝑎𝑞)

−   
(5-7) 

𝐻𝐶𝑙(𝑔) →  𝐻(𝑎𝑞)
+ + 𝐶𝑙(𝑎𝑞)

−  
(5-8) 

Physically these ionic species should also be coordinated with water molecules. 

Experimentally,  𝑈𝑂2
2+ have been shown to be solvated with five water molecules,156 𝐶𝑙− 

have been reported to be solvated with a range of 5-7 water molecules,157 and 𝐻+ is 

known to be solvated by four water molecules.158 Therefore, to improve the calculation 

accuracy, an explicit number of waters were coordinated to model the first solvation 

shell of each ion in addition to being optimized with VASPsol. These explicit solvation 

spheres are illustrated with the following reactions,  

𝑈𝑂2,(𝑎𝑞)
2+ + 5 𝐻2𝑂(𝑙) → 𝑈𝑂2

2+ ∙ (𝐻2𝑂)5,(𝑎𝑞) (5-9) 

𝐶𝑙(𝑎𝑞)
− + 𝑧 𝐻2𝑂(𝑙) →  𝐶𝑙− ∙ (𝐻2𝑂)𝑧,(𝑎𝑞) 

(5-10) 

𝐻(𝑎𝑞)
+ + 4 𝐻2𝑂(𝑙) → 𝐻+ ∙ (𝐻2𝑂)4,(𝑎𝑞) (5-11) 

Collectively, the above reactions (5-9), (5-10), and (5-11) models the UO2Cl2 

solvation reaction and can be rewritten by the following, 

𝑈𝑂2𝐶𝑙2,(𝑔) + 5 𝐻2𝑂(𝑙)  + 2𝑧 𝐻2𝑂(𝑙)

→ 𝑈𝑂2
2+ ∙ (𝐻2𝑂)5,(𝑎𝑞) + 2 𝐶𝑙− ∙ (𝐻2𝑂)𝑧,(𝑎𝑞)               

(5-12) 



 

109 

which gives the following solvation energy of  𝑈𝑂2𝐶𝑙2,(𝑔), Δ𝐸2, 

∆𝐸2 = 𝐸𝑈𝑂2
2+∙(𝐻2𝑂)5,(𝑎𝑞)

+ 2 𝐸𝐶𝑙−∙(𝐻2𝑂)𝑧,(𝑎𝑞)
− 𝐸𝑈𝑂2𝐶𝑙2,(𝑔)

− 𝐸(𝐻2𝑂)5,(𝑙)

− 2 𝐸(𝐻2𝑂)𝑧,(𝑙)           
(5-13) 

where 𝐸𝑈𝑂2
2+∙(𝐻2𝑂)5,(𝑎𝑞)

 is the total energy of 𝑈𝑂2
2+ ∙ (𝐻2𝑂)5,(𝑎𝑞), 𝐸𝐶𝑙−∙(𝐻2𝑂)𝑧,(𝑎𝑞)

 is the 

total energy of 𝐶𝑙− ∙ (𝐻2𝑂)𝑧,(𝑎𝑞), 𝐸𝑈𝑂2𝐶𝑙2,(𝑔)
 is the total energy of gaseous  𝑈𝑂2𝐶𝑙2,(𝑔), 

𝐸(𝐻2𝑂)5,(𝑙)
 is the total energy of a five water molecule cluster, and 𝐸(𝐻2𝑂)𝑧,(𝑙) is the total 

energy of a z =5, 6, or 7 water cluster.  

Furthermore, the HCl(g) solvation chemical reaction can be modeled by reactions 

(5-9), (5-10), and (5-11) to provide the following, 

𝐻𝐶𝑙(𝑔) + 𝑧 𝐻2𝑂(𝑙)  +  4 𝐻2𝑂(𝑙) → 𝐶𝑙− ∙ (𝐻2𝑂)𝑧,(𝑎𝑞) + 𝐻+ ∙ (𝐻2𝑂)4,(𝑎𝑞)       
(5-14) 

Reaction (5-14) can then be used to represent the solvation energy of 𝐻𝐶𝑙(𝑔), 

Δ𝐸3,  

∆𝐸3 = 𝐸𝐶𝑙−∙(𝐻2𝑂)𝑧,(𝑎𝑞)
+ 𝐸𝐻+∙(𝐻2𝑂)4,(𝑎𝑞)

− 𝐸𝐻𝐶𝑙(𝑔)
− 𝐸(𝐻2𝑂)𝑧,(𝑙)

− 𝐸(𝐻2𝑂)4,(𝑙)
                                      

(5-15) 

where 𝐸𝐶𝑙−∙(𝐻2𝑂)𝑧,(𝑎𝑞)
 is the total energy of 𝐶𝑙− ∙ (𝐻2𝑂)𝑧,(𝑎𝑞), 𝐸𝐻+∙(𝐻2𝑂)4,(𝑎𝑞)

 is the 

total energy of 𝐻+ ∙ (𝐻2𝑂)4,(𝑎𝑞), 𝐸𝐻𝐶𝑙(𝑔)
 is the total energy of gaseous 𝐻𝐶𝑙(𝑔), 𝐸(𝐻2𝑂)4,(𝑙)

 is 

the total energy of a four water molecule cluster, and 𝐸(𝐻2𝑂)𝑧,(𝑙)
 is the total energy of a z 

=5, 6, or 7 water cluster, which is same as the definition shown above.  From Eq. (5-6), 

(5-13) and (5-15), the final transmetallation energy can be calculated to be: 

∆𝐸𝑡𝑟𝑎𝑛𝑠 =  ∆𝐸1 + 𝑛 ∆𝐸2 + 2𝑛 ∆𝐸3                                    
(5-16) 
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where the n is the number of the uranium atoms substituted by the thorium atoms. 

Table 5-4 shows the transmetallation energy based on different reference states for 

chloride ion. 

Table 5-4. Comparing the transmetallation energy based on the different reference 
states and experimental data. Unit in eV. 

Composition Reference 
Cl(H2O)5

- 
Reference 
Cl(H2O)6

- 
Reference 
Cl(H2O)7

- 
Experimental102 

U6-->U5 -4.667 -4.676 -3.623 / 

U6-->U4 -9.333 -9.349 -7.244 / 

U6→3.2 / / / -6.061±1.385 

U6-->U3 -13.545 -13.570 -10.413 / 

U6→U2.3 / / / -11.022±1.732 

U6-->U2 -17.755 -17.787 -13.578 / 

U6→U1.8 / / / -14.363±2.116 

U6-->U1 -21.836 -21.877 -16.614 / 

U6→U0.4 / / / -19.631±1.748 

U6-->Th6 -26.142 -26.191 -19.876 / 

 
The data from Table 5-4 are also shown graphically in Figure 5-3. The theoretical 

and experimental transmetallation energy results have the same trend and similar 

values. These results indicate that the transmetallation of uranium atoms by thorium in 

the MOF-SBU cluster is energetically favored. Computational results for Cl(H2O)5
- and 

Cl(H2O)6
- were essentially identical but the smallest difference between theoretical and 

experimental energies were observed when the chloride ion was treated with a solvation 

shell of seven water molecules and implicit solvation.  

The outcomes from our calculations closely mirror experimental findings, 

affirming the robustness of our computational model. Expanding upon this foundation, 

we extended our computations to scenarios entailing the substitution of U-SBUs with Pu 
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elements, for which there are not yet any experimental counterparts. The resulting data 

are shown in Figure 5-4. Given the good agreement between the transmetallation 

energies for U-Th, the observed negative transmetallation energies for U-Pu suggest 

that is probably possible to formation a Pu-SBU also. This realization of this prediction 

could offer a new direction in effectively capturing and managing plutonium. 

5.4.4 Estimation of DOS and Optical Bandgap of Transmetallation From U-SBUs 
to Th-SBUs 

Another approach to corroborate the accuracy of our computational findings is to 

juxtapose the predicted bandgap values of the MOFs with their experimentally observed 

counterparts. This comparison provides a direct metric to gauge the reliability of our 

computational models. In Pandey et al.71  the bandgap of the uranium MOF-SBU cluster 

was influenced by the magnetic moment due to the existing spin-polarization of the 

uranium atom. There are two possibilities for the apical, eight-coordinated uranium 

atoms: two spins aligned in the same direction or the two spins aligned anti-parallel. For 

the equatorial atoms, there are three possibilities: (1) all four spins are in the same 

direction, (2) three spins are in one direction and one in the other,  and (3) two up-spins 

and two down-spins, for which the two parallel spins can be adjacent to each other or 

diagonally opposite to each other. Figure 5-5 illustrates the configurations of each 

magnetic moment case. For more details on these structures, see Pandey, et al.71 Their 

research primarily and solely on the pure U-MOF, our study encompasses the 

transmetallation of U/Th-MOF. Given that thorium lacks spin-polarization, only one 

configuration exists for both Th6-8 and U1Th5-8 cases. The bandgap is also influenced 

by the U/Th ratio. Consequently, we've introduced a new equation to determine the 

bandgap. 
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Figure 5-3. A comparison of the transmetallation energy with theoretical and 

experimental102 data is reported in Table 5-2. 

 
 
Figure 5-4. Transmetallation energy of substituted U-SBU by Pu-SBU. The results for 

Cl(H2O)5
-, black squares, lie essentially below those for Cl(H2O)6

-, red circles.  
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To determine the overall effects of the heterometallic MOF cluster versus the 

bandgap, the weighted bandgap is defined as, 

𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝐵𝑎𝑛𝑑𝑔𝑎𝑝 =  
∑ exp (−

∆𝐸𝑖
𝑅𝑇 ) ∗ 𝐵𝑎𝑛𝑑𝑔𝑎𝑝𝑖𝑖

∑ exp (−
∆𝐸𝑖
𝑅𝑇 )𝑖

 
(5-17) 

where the ∆𝐸𝑖 is the energy difference between the ith spin state energy and the 

ferromagnetic state (reference state). Bandgapi is the ith spin state bandgap value, R is 

the gas constant and T is the temperature (which was considered to be 298 K). 

Calculated weighted bandgaps are also reported in Table 5-5.  

From Table 5-5, it's evident that the bandgap decreases as uranium is 

increasingly substituted by thorium. We've cross-referenced these findings with 

experimental data, as illustrated in Figure 5-6. Impressively, our computational results 

for the bandgap align well with the experimental data, reinforcing the reliability of our 

simulations. 

To delve deeper into the nature of the bandgap, we've charted the density of 

states (DOS) for each heterometallic MOF metal node. Detailed discussions on the 

electronic DOS for the most energetically favorable configurations will follow in the 

upcoming sections. For a robust analysis, Figure 5-7 will also present the ferromagnetic 

alignment of spin-polarized structures: both the ferromagnetic configuration and the 

configuration exhibiting the lowest overall energy. Together, these analyses provide a 

thorough understanding of the electronic dynamics within the system we're examining. 

The difference or gap between the Highest Occupied Molecular Orbital (HOMO) and the 

Lowest Unoccupied Molecular Orbital (LUMO) edges is predominantly influenced by the  
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Figure 5-5. Possible magnetic moments of U-8 configurations adapted from Pandey et 

al..71 Blue atoms are uranium with an up spin-polarization direction while pink 
atoms are those with a down spin. The first number in the magnetic order 
label represents the net magnetic moment of the eight-coordination uranium. 
The second number denotes the net magnetic moment of equatorial uranium. 
The bar on the number means the net magnetic moment direction of eight-
coordinated uranium is opposite to the six-coordinated uranium. The 
subscripts outside the parentheses in the nomenclature indicate the net 
magnetic moment of the SBU; subscripts n and d state that the similar spins 
are either adjacent or diagonal from one another, respectively. 

Table 5-5. The bandgap of each magnetic moment and weighted bandgap of 
heterometallic MOF-SBU. Unit in eV. The lowest energy configuration for 
each composition is denoted by red text. 

Composition The bandgap of each configuration 
Weighted 
bandgap 

U6-8 (4,4
_

)0 
(0,0n)0 (0,0d)0 (0,4)4 (4,0d)4 (4,0n)4 (4

_

,8)4 
(0,8)8 (4,4)8 (4,8)12 

2.58 
2.59 2.77 2.61 2.55 2.59 2.69 2.46 2.50 2.57 2.44 

U5Th1-8 
(2

_

,4)2 (2,0n)2 (2,0d)2 (2
_

,8)6 (2,4)6 (2,8)10 
2.60 

2.60 2.62 2.78 2.50 2.56 2.48 

U4Th2-8 
(0,0n)0 (0,0d)0 (0,4)4 (0,8)8 

2.64 
2.63 2.84 2.59 2.47 

U3Th3-8 
(0,2n)2 (0,2d)2 (0,6)6 

2.69 
2.86 2.66 2.56 

U2Th4-8 
(0,0d)0 (0,4)4 

2.90 
2.91 2.89 

U1Th5-8 
(0,2)2 

2.92 
2.92 

Th6-8 
(0,0)0 

3.70 
3.70 
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presence of the U-f orbital. As the system sees a substitution of uranium with thorium, 

there is a noticeable expansion in the bandgap. This observed increase in the bandgap 

is in harmony with empirical data, as demonstrated in Figures 5-7. It's worth 

emphasizing that the defining characteristic of the edge is in the Th-f orbital in Th-6. 

 

 
Figure 5-6. The comparison bandgap of heterometallic of metal node between 

calculated (gray squares) and exprimental102 (blue circles) as a function of 
%Th.  

5.4.5 O–H bond deprotonation energy in U-8 and Th-8 nodes 

Before determining the deprotonation energy of U-SBUs, it is crucial to establish 

its reference state. Given the variable spin states of U-SBUs detailed in section 5.4.4, 

our objective was to discern the spin state with the lowest total energy. In our 
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calculations for U-SBUs, we utilized a multiplicity of 13, which was determined by 

examining the potential number of paired f-orbital electrons. The results are depicted in 

Figure 5-8. The absence of a multiplicity of 7 for the CRENBL pseudopotential is due to 

a difficulty with convergence.  

 

 

 
 
Figure 5-7. The DOS plots of each lowest total energy configuration of each MOF 

composition. 
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Figure 5-7. Continued.  

The relative total energies we report are derived using the singlet configuration 

as the foundational reference state. In our endeavors to strike a balance between 

computational accuracy and efficiency, we opted for the CRENBL and Stuttgart 

pseudopotentials as the basis set for C, H, and O atoms. This choice was made in lieu 
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of the computationally demanding 6-31G** large basis set, which can significantly 

increase computational time. 

It's noteworthy that the system in which each uranium atom possessed 2 

unpaired electrons—resulting in an aggregate of 12 unpaired electrons and thus a 

multiplicity of 13—proved to be the most stable configuration. This stability was 

observed consistently in calculations using both the CRENBL and Stuttgart potentials. 

We want to evaluate the ionic conductivity of actinide MOF, therefore, there are 

three unique hydrogen deprotonation sites in actinide SBU and are shown in Figure 5-9. 

The deprotonation energy of the actinide MOF-SBUs was defined as:147 

𝐸𝑑𝑖𝑠𝑠 = 𝐸𝑆𝐵𝑈-𝑂− − 𝐸𝑆𝐵𝑈-𝑂𝐻 
(5-18) 

where 𝐸𝑆𝐵𝑈−𝑂𝐻 is the total energy of the relative actinide SBU while 𝐸𝑆𝐵𝑈-𝑂− is the total 

energy of the actinide SBU from which a proton is removed, leaving a negatively 

charged SBU. The deprotonation energies for U-8 and Th-8 are shown in Table 5-6. 

Table 5-6. The deprotonation energies (in kcal/mol) of the U-8 and Th-8 clusters.  

Composition CRENBL Stuttgart RLC 

U-8 Site_1 Site_2 Site_3 Site_1 Site_2 Site_3 

323.99 325.38 327.11 322.78 322.78 325.88 

Th-8 Site_1 Site_2 Site_3 Site_1 Site_2 Site_3 

330.04 330.04 329.21 328.29 328.30 327.38 

 
Our calculations of the deprotonation energy using both the CRENBL and 

Stuttgart RLC potentials indicate consistent findings for sites 1 and 2 across both U-

SBU and Th-SBU. However, the site 3 case takes slightly less energy than the first two 

sites in Th-SBU, while slightly more in U-SBU. Also, regardless of the potential used, 

the deprotonation energy of Th-SBU is slightly higher than that of U-SBU. As a result, 

the incorporation of actinide ions would marginally impact the proton affinity of the 

MOF's metal node. 
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Figure 5-8. The relative total energies of the different multiplicities of U-SBU. The 

reference is singlet multiplicity.The black is for the Stuggart pseudopotential 
while the red is for the CRENBL pseudopotential.  

 
 
Figure 5-9. Optimized actinide SBU structure and protonation sites. Uranium atoms are 

shown in grey, thorium in green, oxygen in red, carbon in brown, and 
hydrogen in white. Each equatorial actinide atom is coordinated with the -OH2 
(site_1) and -OH (site_2) groups. And the three coordinated oxygen will be 
with terminal hydrogen. (site_3). 
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5.5 Conclusions  

In this chapter, we employed density functional theory (DFT) to simulate the 

formation energy of Zr- and Th-based SBUs. Our investigations extended to computing 

the energy within the context of organic ligands. The findings consistently revealed a 

more negative binding energy for Th-SBU, suggesting superior stability of Th-MOF in 

comparison to Zr-based MOFs. 

Additionally, we explored a comparative analysis between U-SBU and Th-SBU 

by determining the transmetallation energy when U-SBU is replaced by Th. The 

transmetallation energy and bandgap results aligned well with experimental 

observations, in which proven our simulation accuracy, in turns, making the substitution 

of U-SBU with Th favorable. Leveraging this approach, we further extrapolated to 

ascertain the transmetallation energy when U-SBU is substituted by Pu. The derived 

negative binding energy infers that such a substitution is thermodynamically favored, 

paving a promising pathway for plutonium ion sequestration. Our research spectrum 

also spanned the dissociation energy landscapes of Th-SBU and U-SBU, examining 

three different protonation sites. Intriguingly, the energies turned out to be quite 

analogous.  
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CHAPTER 6 
FERROCENE INTERCALATION IN VANADYL PHOSPHATE: A DENSITY 

FUNCTIONAL THEORY STUDY OF POLARIZABLE ION DETECTION 

6.1 Background 

As the global energy crisis intensifies, nuclear energy emerges as a viable 

solution due to its low carbon footprint. However, the daunting challenge remains: 

managing the radioactive nuclear waste produced. While previous chapters have 

explored strategies for effective waste sequestration, this chapter shifts focus to an 

alternative energy storage - lithium-ion batteries. Herein, we delve into the potential of a 

novel cathode material for these batteries, namely vanadyl phosphate (VOPO₄). 

Vanadyl phosphate (VOPO4) has garnered considerable attention as an 

intriguing inorganic material, owing to its unique properties and potential applications in 

energy storage,159,160,161,19 catalysis,162,163,164,165,166 and ion conduction.167 Due to the 

relatively weak interlayer bonds, neighboring layers of VOPO4 are believed to exhibit 

relative independence, enabling the intercalation of various ions and molecules (both 

inorganic and organic) into the interlayer spaces. Numerous studies have focused on 

the intercalation of VOPO4 with lithium,168,169 sodium,170 potassium171, and zinc ions,172 

envisaging this complex material as a potential cathode in batteries. For example, 

recently, Zhu et al.173 successfully intercalated zinc ions into VOPO4, resulting in zinc-

VOPO4 composite cathodes that greatly enhance battery performance. 

However, the majority of these studies have centered around the intercalation of 

small ions. The intercalation of small ions into VOPO4 involves three interactions: the 

solvent-host (VOPO4) interaction, the solvent-guest (cation) interaction, and the host-

guest interaction.174 Fortunately, intercalation with ferrocene, Fe(C5H5)2, is simpler in 

that the solvent-guest interaction is negligible due to the large size of the ferrocene and 
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its poor interaction with the solvent.174 But the interaction between ferrocene and 

VOPO4 namely host-guest interaction, has not been discussed thoroughly yet. 

Therefore, in this paper, we will focus solely on host-guest interaction. Additionally, the 

resulting intercalated material may exhibit enhanced electrochemical performance. This 

is due to the reversible redox properties of ferrocene, which allows it to undergo 

oxidation and reduction reactions easily.175,22 When intercalated into VOPO4, ferrocene 

can act as a redox mediator, facilitating charge transfer processes during 

electrochemical reactions. Therefore, understanding how ferrocene interacts with 

VOPO4, as well as its diffusion within the layers, could provide valuable insights for 

designing improved energy storage systems.  

Density functional theory (DFT) is a powerful method for simulating the atomic-

level interactions between ferrocene and the VOPO4 layer, making it a suitable 

approach to determine the most stable configurations of ferrocene located within the 

VOPO4 layer by examining the system's total energy using DFT. This paper aims to 

identify these stable configurations, and then it reveals how VOPO4 layer interacts with 

ferrocene, namely host-guest interaction, in which provide a theoretical insight on the 

ferrocene intercalation process.  

6.2 Computational Methods  

The DFT calculations performed in this study utilized the Vienna Ab-initio 

Simulation Package (VASP) software,176,177 employing the Perdew-Burke-Ernzerhof 

(PBE) exchange-correlation functional within the Generalized Gradient Approximation 

(GGA)178 method. Projector-augmented wave (PAW)179,180 pseudopotentials were 

utilized. For vanadium five valence electrons (3d44s1) were explicitly included, for 

phosphorus five valence electrons (3s23p3), for iron eight valence electrons (3d74s1), for 
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oxygen six valence electrons (2s22p4), and for carbon four valence electrons (2s22p2). 

To ensure convergence of the calculations, a wave-function plane cut-off energy of 600 

eV was employed. The DFT+U114 method was adopted to account for electron 

localization in the 3d states of vanadium, with a U parameter for 3.25 eV.181,182 The 

DFT+D3183,184 correction was applied to better incorporate van der Waals interactions. 

The atomic structures were optimized using a conjugate gradient method185,186 

until the average force reached a value less than 0.025 eV/Å, with an energy tolerance 

of 1×10-6 eV for each electronic step. Spin-polarization was considered in all 

calculations. Gaussian smearing with a width of 0.05 eV was employed during 

optimizations. 

For the characterization of pure vanadyl phosphate, we employed a dense 

8x8x12 gamma-centered point k-mesh density, an approach meticulously chosen to 

ensure an accurate representation and subsequent relaxation of its inherent structure. 

However, the scenario necessitated a different approach when ferrocene was 

introduced into the system. To preclude any unintended interactions between adjacent 

ferrocene molecules, a consequence of the periodic boundary conditions, we 

strategically opted for a 2x2x1 supercell configuration of VOPO4, as depicted in Figure 

1a. Notably, the introduction of ferrocene into the vanadyl phosphonate framework 

resulted in a considerable structural expansion predominantly in the c-axis direction. 

This morphological alteration provided us with the flexibility to modify a 4x4x5 k-mesh 

density for our computational analyses. The charge density difference calculations were 

performed using VASPKIT.123 The visualization of structure, charge density difference, 

and electron localization function(ELF)135 were carried out with VESTA.124 The Hirshfeld 
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surface analysis187 was implemented by the Mutlwfn 3.8,188 and visualization by 

VMD.189   

6.3 Structures  

6.3.1 Vanadyl Phosphate 

The crystal structure of dehydrated vanadyl phosphate (VOPO4) was sourced 

from the Material Project database, MP-19000.190 In Figure 6-1a, the crystal structure 

unit cell is depicted and the corresponding structure parameters are provided in Table 

6-1. The space group is P4/nmm, a tetragonal crystal structure characterized by a two-

dimensional VOPO4 sheet in the a-b plane, periodically repeated in the c direction in 

Figure 6-1b. The phosphorus atoms are tetrahedrally coordinated to four oxygen atoms, 

with all P-O bond lengths measuring 1.54 Å. Two of the oxygens (colored blue in Figure 

6-1) lie on the top surface of each VOPO4 layer while the other two oxygens (colored 

red in Figure 6-1) lie on the bottom surface. The line between the two red atoms 

associated with a particular phosphorous is at 90˚ to the line joining the blue atoms; one 

line lies in the [100] direction while the other lies in the [010] direction.  Vanadium atoms 

form bonds with five oxygen atoms in a square pyramid configuration. Four V-O bonds 

form the non-flat base of the pyramid with equal length, 1.90 Å. Each of the oxygen in 

the base are associated with a different PO4 tetrahedron; thus, two are ‘red’ oxygen and 

two ‘blue’ oxygens in each base. The V-O-P bond angle is approximately 131.91°. The 

fifth V-O bond defines the apex of the pyramid and lies in the c direction. The bond 

between the V and this apical oxygen is shorter, 1.60 Å. This apical oxygen is shown in 

pink in Figure 6-1 and subsequent figures. Half of these VO5 pyramids point above the 

a-b plane and half below. Using the unit cell shown in Figure 6-1a, rows of up-pointing 
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and down-pointing VO5 pyramids alternate along the b direction (y-axis); the alternate in 

a checkerboard pattern in the [110] and [1-10] directions in Figure 6-1c.  

 
 
Figure 6-1. The crystal structure of dehydrated VOPO4, a) along the [001] direction.  

Here and in subsequent figures, the vanadium is in green, phosphorus in 
yellow, the apical oxygen of the VO5 pyramid is pink, oxygen on the bottom of 
the layers (defined as +z) are red, and oxygen on top of the layers in blue. 
The red box is the unit cell, and the blue box is the 2*2*1 supercell, we 
intentionally shrink the red box to be slightly smaller than the blue box. b) The 
VOPO4 sheets are periodically repeated in the c direction. c) The connection 
pattern between VO5 and PO4. 

In Table 6-1, we both show the dehydrated and hydrated form VOPO4 from DFT 

results and compared with experimental structures.191 The a and b lattice parameters do 

not strongly change from dehydration to hydration case. And they both agree very well 

with the experiment. We ascribe the slight difference between the a and b lattice 
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parameters to the fact that the computational supercell contains two VOPO4 formula 

units and four waters; the a and b lattice parameters are thus sensitive to their specific 

arrangements. If we were to calculate a significantly larger unit cell, something which is 

computationally prohibitive, we would expect this difference to decrease significantly. 

The calculated c lattice parameter of the dehydrated system is much lower than that of 

the hydrated system. Upon hydration there is much better agreement between the 

calculation (7.273 Å) and the experiment (7.410 Å). The remaining ~2% difference 

arises from the weak secondary bonding between the layers. Indeed, a calculation of 

the energy of the system at the experimental lattice parameters yielded an energy of 

only 0.35meV/atom higher than the structure shown in Table 6-1. This shows that the 

potential energy surface is very flat.  

Table 6-1. The lattice parameters of VOPO4 by using GGA+U with D3 correction and 
compared with experimental data of VOPO42H2O. 

Lattice 
VOPO4 
GGA+U_D3 

VOPO42H2O 
GGA+U_D3 

VOPO42H2O 
Experimental191 

a (Å) 6.212 6.234 6.202 

b (Å) 6.212 6.215 6.202 

c (Å) 4.285 7.273 7.410 

α ° 90 90 90 

β ° 90 90 90 

γ ° 90 90 90 

 

To confirm that this is the VOPO4 structure's lowest total energy, we varied the in-

plane position of one layer relative to the other in a calculation of a system with two 

layers. Based on the symmetry of vanadyl phosphate, we explored two types of 

displacement. Defining zero displacements as when the V atoms in one layer lie exactly 

over the top of the V atoms in the neighboring layer. We then allow two different layer 

sliding, one involved displacement along the [100] direction, as illustrated in Figure 6-
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2a, while the other entailed displacement along the [110] direction, depicted in Figure 6-

2b. Figures 6-2c and 6-2d illustrate the total energy of the displaced structures relative 

to the non-displaced structure. These calculations show that the non-displaced structure 

has the lowest energy and represents the ground state of the system.   

 
 
Figure 6-2. Illustration of the VOPO4 layer displacement a) along the [100] direction and 

b) along the [110] direction. The solid black squares in a) and b) denote the 
original position of the second layer with respect to the first layer; the dashed 
black square denotes the displacement of the second layer. The 
corresponding energies as a function of displacement relative total energy as 
the reference of the original structure are shown in c) and d). 

6.3.2 Ferrocene 

Ferrocene consists of two cyclopentadienyls, C5H5, rings with an iron atom 

located in the center between the two rings. Previous experimental studies192 have 



 

128 

identified two distinct ring configurations: eclipsed and staggered, as depicted in Figure 

6-3. Both experimental192 and theoretical193 investigations have consistently indicated 

that the eclipsed configuration is energetically favored, exhibiting lower energy by 0.039 

eV192 and 0.027 eV,193 respectively. Our calculations also support this trend, as we 

found that the eclipsed configuration is lower in energy by 0.043 eV compared to the 

staggered configuration, aligning well with experimental observations. The difference 

between our results and the prior theoretical 193 work can be attributed to the different 

DFT methods and basis sets. In our study, we employed the GGA-PBE with D3 

functional with plane wave basis set, while the previous work utilized the B3LYP hybrid 

functional with m6-31G(d). Considering the high computational resource requirements 

of the hybrid method, the GGA+U_D3 method is suitable for our calculations. 

Additionally, given the periodic structure (VOPO4) in our study, the plane wave basis set 

is the better choice. 

Table 6-2 presents the bond lengths of the eclipsed configuration obtained from 

our calculations, along with other theoretical and experimental data. Rappoport et al.194 

showed that the GGA functional is generally more suitable for 3d element complexes, 

such as iron, whereas the hybrid functional is more advantageous for 4d and 5d 

element complexes. Overall, these results demonstrate a high degree of consistency 

among different sources, thus validating the accuracy and reliability of our calculations.  
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Figure 6-3. Side view (a) depiction eclipsed (b), and staggered (c) configurations of 
ferrocene. The iron is in cyan, carbon in black, and hydrogen in white.  

Table 6-2. Optimized bond distances of eclipsed ferrocene from our calculations and 
other works. Unit in (Å).  

Bond distance This work B3LYP193 Experimental192 

Fe-C5
* 1.634 1.670 1.660 

Fe-C 2.039 2.065 2.064±0.003 

C-C 1.434 1.428 1.440±0.002 

C-H 1.086 1.082 1.104±0.006 
*Denotes the distance from the iron atom to the center of the cyclopentadienyl ring. 

6.4 Results  

6.4.1 Configurations of Ferrocene on Vanadyl Phosphate 

In our quest to comprehensively investigate the various configurations of 

ferrocene positioned above the VOPO4 layer, we meticulously evaluated every 

conceivable arrangement. In Section 6.3.2, we found that the eclipsed structure 

(denoted as E) is the lowest energy structure of the ferrocene in a vacuum. Although the 

staggered structure (S) of the isolated ferrocene molecule was 0.043 eV higher in 

energy than the eclipsed structure, it remains a plausible arrangement during 

intercalation and is thus included in our analysis. In Figure 6-1, two distinct positions are 

identified for intercalation: between vanadium (V) and oxygen-vanadium (O-V), or 

between phosphorus and phosphorus (P/P). Taking into account the five-carbon rings of 

ferrocene, we, therefore, consider two distinct orientations for the eclipsed ferrocene on 

the vanadium site. The left panel of Figure 6-4a, denoted the E-VO configuration, has 

the apex hydrogen of the ferrocene pointing to the VO. The second to left panel denoted 

the E-V configuration has the apex hydrogen of the ferrocene pointing to the V. The 

third possibility is shown in the third panel, in which the ferrocene is in the staggered 

configuration,  for which there is only one structure, the S-V configuration. 
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For the three distinct structures—E-V, E-VO, and S-V—we took into account two 

specific orientations concerning the axis of the ferrocene molecule. In the initial 

configuration, the ferrocene's axis is aligned parallel to the [100] direction, which is 

congruent to [010]. This orientation is designated as having a rotation angle of 0˚. In the 

subsequent configuration, the axis is aligned with the [110] direction, a direction 

synonymous with [-110], [1-10], and [-1-10]. This orientation is represented by a rotation 

angle of 45˚, as illustrated in Figure 6-4b. Consequently, when considering these 

orientations in conjunction with the specified structures, a total of six unique 

configurations are derived at the V-VO site: E-V-0˚, E-V-45˚, E-OV-0˚, E-OV-45˚, S-V-

0˚, and S-V-45˚.  

We turn now to the ferrocene on the phosphorous. Considering first the eclipsed 

structure, in which apical H in each C5H5 group points similarly towards the VO side as it 

intercalates on the V/VO side, we'll refer to this as the E-PVO configuration in Figure 6-

5. In this structure, when it faces the V side during intercalation on the V/VO side, we'll 

call it the E-PV configuration. When considering the rotation of ferrocene, we find 

several identical configurations due to the tetrahedral coordination of phosphorus. For 

example, the E-PVO-0˚ is equivalent to E-PV-90˚, and E-PVO-90˚ is the same as E-PV-

0˚. There is no distinction between E-PVO-45˚ and E-PV-45˚, and then simplified as E-

PVO-45˚. For the staggered structure, there is no distinction between 0˚ and 90˚. There 

are thus only two staggered structures: S-P-0˚, and S-P-45˚.  

In summary, there are six unique configurations intercalated on the vanadium 

site (E-V-0˚, E-V-45˚, E-VO-0˚, E-VO-45˚, S-V-0˚, and S-V-45˚) and five unique 

configurations on phosphorus site (E-PVO-0˚, E-PV-0˚, E-PVO-45˚, S-P-0˚, and S-P-
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45˚). The next step is to determine the total energy of each of these eleven 

configurations. For more information about all of configurations in Figure 6-6. 

 
 
Figure 6-4. The possible orientation of ferrocene intercalted on V side. a) Different 

orientations of the cyclopentadienyl ring of ferrocene intercalation on the 
V/OV site, b) the different rotation degrees of ferrocene. 

6.4.2 Effect of the magnetic moment 

Although in isolation neither the ferrocene nor the VOPO4 layers had a magnetic 

moment, after optimizing the various configurations, we observed the presence of 

magnetic moments in both the ferrocene and VOPO4 layers. This magnetic behavior 
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arises due to the charge transfer between iron and vanadium, detailed later in Section 

6.4.4 After intercalation, the magnetic moments of iron and vanadium are found to be 

1.06 and 1.10 μB, respectively. Consequently, the total magnetic moment of these 

configurations can be either 0.04 μB or 2.16 μB. However, we find that the total 

energies for the same configuration with these respective magnetic moments are nearly 

identical. For instance, in the E-OV-0° configuration, the difference in total energy 

between the two magnetic moment states is only 2.6×10-3meV/atom. Based on this 

finding, we conclude that the magnetic moment has a negligible effect on these 

configurations. In order to maintain consistency, we will utilize the total energies 

corresponding to a magnetic moment of 0.04 μB.  

 
 
Figure 6-5. Ferrocene intercalation on the P/P site, a) E-PVO-0°, viewed along [010] 

direction. Black box is the unit cell.  
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Figure 6-6. The crystal configurations of a) E-OV-0° and b) E-OV-45°, c) E-V-0° and d) 

E-V-45°, e) S-V-0° and f) S-V-45°, g) E-Pvo-0°, g) E-P-45°, i) E-Pv-0°, j) S-P-
0° and k) S-P-45° are viewed along the [001] direction. The corresponding 
pictures denoted with prime (') are viewed along the [010] direction.  
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Figure 6-6. Continued. 

6.4.3 The Total Energy Comparison 

The E-V-45° structure, which has the lowest energy of all. Figure 6-7 shows the 

energies of all 11 structures, relative to to this lowest energy configuration. The notation 

is based on the initial configurations. However, the final optimized structures differ from 
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these initial configurations. Some of them have shown substantial distortion which will 

be discussed in the below paragraphs. For more details about optimized structures 

information, please refer to section 6.6. 

 
 
Figure 6-7. The relative total energy of 11 different configurations. The reference is E-V-

45°. The green region means the ferrocene located on V/OV site, while yellow 
region means the ferrocene located on P/P site.  

Considering the V-VO structures first, we see that the next lowest energy 

structure is the S-V-45°, with the E-OV-0°, E-OV-45°, and S-V-0° all having essentially 

the same energy. The highest energy is that of the E-V-0° structure. From the energy 

perspective, when the apex faced the O-V, we observe that the rotation degree does 

not significantly impact the total energy (E-OV-0° vs E-OV-45°), but it has a notable 

effect on the apex faced the V configurations (E-V-0° vs E-V-45°). This behavior can be 

attributed to the distortion of the ferrocene structure and the resulting changes in van 

der Waals interactions, discussed later in Section 6.4.5. Interestingly, we find that the 

initially staggered configuration with a rotation degree of 0° exhibited the same total 
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energy as the apex-faced O-V configuration, that is because the final relaxation 

structure shows that the ferrocene is actually not staggered but eclipsed, and thus the 

relaxation structure of S-V-0° is the same as E-OV-0°. Moreover, although the ferrocene 

with a rotation degree of 45° can be staggered, the total energy is higher 0.05 eV than 

the eclipsed configuration with a 45° rotation degree. Therefore, the ferrocene adopts 

an eclipsed over the staggered arrangement intercalated between V and O-V sites. 

Finally, the total number of unique configurations of ferrocene on the V/OV site is 

reduced from 6 to 5. 

The lowest energy for the ferrocene over the P site is for the S-P-0°, S-P-45°, 

and E-PVO-45°,each of which has the same energy. This could be attributed to the fact 

that these three configurations have identical final relaxation configurations. Unlike E-P-

0° and E-P-90°, which retained the eclipsed ferrocene arrangement, these three 

configurations show that the orientation of ferrocene is rotated approximately 20° 

degree relative to the [010] direction in the (001) plane, and simultaneously companies 

with cyclopentadienyl rings structure deviating from an eclipsed or staggered 

conformations and settling to a gauche arrangement (Figure 6-8). So we call these 

three configurations as G-P-20°, where G represents gauche arrangement, P is 

ferrocene locates on P/P site and 20° repsresnts the ferrocene vector is rotated relative 

to the [010] direction.Furthermore, it is noteworthy that the G-P-20° configuration 

exhibits lower energies compared to the E-PVO-0° and E-PV-90° configurations. This 

implies that the ferrocene tends to adopt the structures depicted in Figure 6-8 rather 

than the eclipsed configuration when located on the P/P site. And thus the total number 



 

137 

of unique configurations of ferrocene intercalated between phosphorus is reduced from 

5 to 3. 

When we compare the total energy of ferrocene intercalated on V/OV and P/P, 

most configurations have lower total energy on V/OV than on P/P, except the E-V-0° 

configuration. Also, the lowest total energy is the E-OV-45° configuration, which is on 

the V/OV site. Therefore, we conclude that the ferrocene prefers to reside on the V/OV 

site rather than on the P/P site. This can be attributed to the charge transfer between 

vanadium and iron which is discussed in section 6.4.4. 

 
 
Figure 6-8. The optimization of the most stable (gauche) configuration of ferrocene 

intercalated between phosphorus and phosphorus, viewed a) along the [-120] 
direction and b) along the [001] direction.  

In summary, our calculations identified three key points. First, the intercalation of 

ferrocene onto V/OV is energetically more favorable than on P/P, as evidenced by the 

lower total energy. Second, the configuration with the lowest total energy, indicating the 

most stable arrangement, is E-V-45°. Third, the ferrocene adopts eclipsed arrangement 

on the V/OV site, whereas on P/P, a stable configuration involves a gauche 

arrangement of the cyclopentadienyl rings along with a simultaneous rotation of the 

ferrocene vector by approximately 20° degree relative to the [010] direction in (001) 
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plane. These findings provide valuable insights into the preferred configurations and 

stability trends of ferrocene intercalated within the VOPO4 matrix. The optimized 

structures in Figure 6-9. 

 

 
 
Figure 6-9. The configurations of a) E-OV-0°, b) E-OV-45°, c) E-V-0°, d) E-V-45°, e) S-

V-45°, f) E-Pvo-0°, g) E-Pv-0°, and h) G-P-20° are viewed along the [001] 
direction. The corresponding pictures denoted with prime (') are viewed along 
the [010] direction. 
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Figure 6-9. Continued.  

6.4.4 Charge Density Difference 

In Section 6.4.3, we explored the preference of ferrocene to intercalate onto the 

vanadium/oxygen-vanadium site rather than onto the phosphorus site within the VOPO4 

structure. To gain insights into the underlying mechanisms, we investigated the charge 

distribution after ferrocene intercalation. In a related experimental study on alpha-

VOPO4,22 it was reported that the charge state of iron transitioned from +2 to +3, while 
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vanadium changed from +5 to +4. This indicates a charge transfer of one electron 

between iron and vanadium.  

To compare, we performed Bader charge analysis131–134on the eight energetically 

distinct configurations identified in the energy and structure analysis. The results 

demonstrate that the charge on the ferrocene is approximately +0.95, with only slight 

variations among the different configurations in Figure 6-10. This finding is in good 

agreement with the experimental data.22  

To visualize the charge transfer, we generated charge density difference maps 

for each structure. These maps were obtained by subtracting the charge density of the 

ferrocene-VOPO4 complex from the isolated ferrocene and the VOPO4 layer at the 

corresponding positions. In Figure 6-11, charge accumulations were observed on 

vanadium atoms, while charge deficits were observed on iron atoms, regardless of 

whether ferrocene is located above vanadium or phosphorus.  

 
 
Figure 6-10. Bader charges analysis of eight unique configurations and compared them 

with experimental data.175,22 The green region means the ferrocene located 
on V/OV site, while yellow region means the ferrocene located on P/P site.  
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However, when ferrocene is intercalated at the P/P site, four possible sites for 

charge accumulation on the vanadium are observed. These sites are labeled as V_Top, 

V_Bottom, V_Left, and V_Right, as illustrated in Figure 6-12. Considering the symmetry 

of VOPO4 is tetrahedral, the V_Left should be equal to V_Right and V_Top should be 

equal to V_Bottom. Interestingly, upon applying charge accumulation to the right or left 

vanadium, the total energy difference between the two scenarios was 3.9*10-2 

meV/atom. This negligible difference suggests that charge accumulation on either the 

right or left vanadium is essentially equivalent, in which proven our thoughts in Table 6-

3.  

 
 
Figure 6-11. The charge density maps of a) E-OV-0°, b) E-OV-45°, c) E-V-0°, d) E-V-

45°, e) S-V-45°, f) E-P-0°, g) E-P-90°, and h) G-P-20°. The red region means 
the charge accmulation, while the violet region means the charge reduction. 
The issovalue is 0.04 e/Å3. All of pictures viewed along [010] direction. The 
black box is the unit cell.  
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Table 6-3. The Relative total energy of four possible charge accumulation of vanadium. 
The reference is the charge accumulation on the left. Unit in eV. 

Charge Accumulation Relative total energy (eV) 

V_Left 0 

V_Right +0.003 

V_Top +0.040 

V_Bottom +0.041 

 
Also, the V_Top and V_Bottom shown the same total energy, but both are higher 

than the V_Left and V_Right, and thus, when the charge accumulation happen on the 

V_Top or V_Bottom, it was not as stable as the former two cases. At last, for 

consistency in our analyses, charge accumulation was applied on the left vanadium. 

To gain further insights into charge accumulation, we constructed a plane using 

four vanadium atoms. This plane allows us to distinguish which vanadium atoms exhibit 

charge accumulation and which ones do not. In this work, we only shown the two most 

stable configurations located on vandanium and phosphorus respectively due to the 

very simliar charge distribution. 

Figure 6-13 illustrates this plane and clearly shows that when ferrocene is 

located on vanadium, charge accumulation occurs. The ferrocene, which sits on top of 

the V at the bottom left has been omitted due to the clarity. The red region means the 

charge accumulation. The black box indicated the unit cell. The issovalue is 0.04 e/Å3. 

However, none of the remaining three vanadium atoms nor any of the phosphorus, off 

this plane and at midpoints between the V atoms exhibit any charge transfer. While 

intercalated on phosphorus, it shows a similar charge difference with Figure 6-13a, as 

shown in Figure 6-13b.  

As mentioned in Section 3.2, both iron and vanadium exhibit magnetic moments, 

resulting in dipolar coupling between them.22 The dipolar coupling energy is determined 
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by the following equation 3-1.195,196  

𝐸 = −
𝜇0𝛾1𝛾2

4𝜋𝑟3
(3 cos2 𝜃 − 1） 

(3-1) 

Where, 𝐸 is the dipolar energy term, 𝛾1 and 𝛾2 the magnetic dipole moments of 

the two atoms, respectively, 𝜇0 is the permeability and 𝑟 is the distance between two 

atoms. 𝜃  is the angle between the line connecting two atoms and external magnetic 

field. And thus, the dipolar coupling energy is proportional to the product of two 

magnetic dipole moments and inversely proportional to the cube of the distance (1/r3). 

As ferrocene moves from vanadium to phosphorus, the distance between iron and 

vanadium increases, leading to weakened dipolar coupling. This change is likely a 

contributing factor to the higher total energy when ferrocene is intercalated at the 

phosphorus site.  

 
 
Figure 6-12. The four possible charge accumulations of vanadium.  
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Figure 6-13. The charge density difference map a) E-V-45° and b) G-P-20° built by the 

four vanadium atoms, viewed along [001] direction.  

Based on these findings, we conclude that the reason that ferrocene prefers to 

stay on vanadium rather than phosphorus is due to the stronger dipolar coupling. The 

charge accumulation on vanadium indicates a favorable interaction between ferrocene 

and vanadium, contributing to the stability of the ferrocene intercalated system. 

6.4.5 The Electron Localized Function Plots and Hirshfeld Surface Analysis 

The analysis presented in Figure 6-7 elucidates the variation of the system's total 

energy based on the orientation and rotation of the cyclopentadienyl ring in ferrocene 

intercalated between vanadium and oxygen-vanadium. The primary objective of this 

section is to gain a comprehensive understanding of the underlying mechanisms driving 

this variation. When the hydrogen apex from the cyclopentadienyl ring faced oxygen-
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vanadium, namely, E-OV configurations, the distortion of the ferrocene remains minimal 

for in-plane rotations of both 0° and 45°. However, substantial distortion of ferrocene 

occurs on E-V configurations in Figure 6-14. For rotations of 0° and 45°, the bottom of 

the cyclopentadienyl ring, where the apical hydrogen faces the V side, expands, while 

the top shrinks. To determine the cyclopentadienyl ring's distortion, we measured the 

dihedral angle between the rings (Table 6-4). A higher dihedral angle in the E-V 

configurations indicates greater distortion in Figures 6-14c and 14d. This distortion of 

ferrocene can be attributed to two potential reasons. Firstly, it arises from the 

interactions between the apical hydrogen atoms in the cyclopentadienyl ring and the 

VO5 oxygen atoms, leading to van der Waals forces that induce the distortion of the 

ferrocene cyclopentadienyl ring. Secondly, the distortion might arise from the enhanced 

electrostatic interactions between the cationic component ([Cp2Fe] +) and the anionic 

counterpart ([VO5]-), a phenomenon which can be described within the framework of the 

polarizable ion model (PIM).197 

For the first reason, the distortion of the ferrocene tends to increase the total 

energy, whereas the van der Waals interactions tend to decrease it. To quantitatively 

assess the impact of ferrocene distortion, we isolated the ferrocene moiety from the 

relaxed structure and conducted a single-point calculation, comparing it to the original 

ferrocene in Table 6-4. Remarkably, the ferrocene extracted from the E-V configurations 

exhibits the highest relative energy, aligning with our initial assumptions. In other words, 

E-V-0° possesses a higher total energy than E-VO-0° primarily due to the dominance of 

ferrocene distortion energy over the reduction in van der Waals energy. However, as 
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the ferrocene rotates to 45° degrees, the van der Waals interactions strengthen, leading 

to lower total energy of the system. 

 
 
Figure 6-14. The crystal structure of a) E-OV-0° configuration, viewed along [100] 

direction; b) E-OV-45° configuration, viewed along [110] direction; c) E-V-0° 
configuration, viewed along [100] direction; and d) E-V-45° configuration, 
viewed along [110] direction. 

Table 6-4. The relative total energy in eV of ferrocene extracted from the VOPO4 layer 
compared to that of pure ferrocene.  

Name Dihedral Angle (°) Relative Total Energy 

Pure Eclipsed Ferrocene 0 0 

E-VO-0° Ferrocene 2.98 +0.15 

E-VO-45° Ferrocene 2.34 +0.15 

E-V-0° Ferrocene 13.49 +0.21 

E-V-45° Ferrocene 12.04 +0.20 
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To underscore the significance of the van der Waals correction, we perform 

calculations on the four configurations both with and without the D3 correction. The 

dihedral angles of ferrocene exhibit minimal deviation irrespective of the presence of the 

D3 correction, indicating that the optimized geometries are congruent in both scenarios. 

Nonetheless, upon detailed examination of the total energies present in Table 6-5, 

discrepancies become evident. The configuration E-V-45° is identified as the most 

energetically stable in the presence of the D3 correction, whereas the E-VO-0° and E-

VO-45° configuration are most stable in without D3 correction. Furthermore, the energy 

difference between E-V-0° and E-V-45° increases (0.067 eV to 0.176 eV) when the D3 

correction is applied, suggesting a stronger van der Waals force in the E-V-45° 

configuration. In summary, van der Waals forces play a pivotal role in the distortion of 

ferrocene. 

Table 6-5. Relative total energy comparison: with D3 (Reference: E-V-45°) versus 
without D3 (Reference: E-VO-0°) in eV. 

Name W/ D3 correction WO/D3 correction 

E-VO-0° +0.063 0 

E-VO-45° +0.065 0 

E-V-0° +0.176 +0.118 

E-V-45° 0 +0.051 

 

To reinforce this idea, we plotted the electron localization function (ELF)135 to 

examine the interaction between hydrogen atoms and oxygen atoms (specifically O1 

and O2, these two are the two closest oxygens to the hydrogen) in Figure 6-14c. The 

ELF is a scalar function ranging from 0 to 1, and it provides insight into the probability 

density of locating a pair of electrons with the same spin near a reference electron pair. 

Koumpouras136 et al. reported as follows: values above 0.7 indicate electron localization 

in the core, covalent bonding, or lone pair regions; values between 0.7 and 0.2 suggest 
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electron-gas behavior or presence in metallic bonds; values below 0.2 indicate 

delocalized electrons involved in non-covalent bonds. Furthermore, if ELF is less than 

0.2 but not zero and exhibits a V-shaped pattern, it signifies van der Waals interaction. 

An ELF value approaching zero (less than 0.01) indicates an ionized bond.  

 
 
Figure 6-15. The linear profile ELF of H to O1 and O2, a) E-V-0° and b) E-V-45°. 

In Figure 6-15a, E-V-0° configuration, the ELF analysis clearly shows that the 

hydrogen and O1 atoms possess a non-zero, confirming the presence of van der Waals 

interaction. However, no van der Waals interaction is observed between the hydrogen 

atom and O2, as evidenced by the zero value at the minimum point. Nevertheless, when 

examining the E-V-45° configuration in Figure 6-15b, it becomes apparent that van der 

Waals interactions exist between the hydrogen atom and both O1 and O2. Thus, our 
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findings support the notion that this configuration exhibits the lowest total energy due to 

stronger van der Waals interactions. 

For the second reason, PIM, we constructed a supercell in the 'c' direction, as 

illustrated in Figure 6-16a. This supercell comprises two distinct layers: one intercalated 

with ferrocene and the other without. According to the principles of the polarizable ion 

model, the observed bending of ferrocene can be traced back to intensified ferrocene 

anion-cation interactions with the vanadyl layer. Within two distinct layers, iron may 

engage in charge transfer with either the bottom or the top vanadyl layer. In scenarios 

where charge transfers with the bottom layer, the ferrocene exhibits a distortion oriented 

facing the V side, and conversely, when it's with the top layer, the distortion is towards 

the V-O side.  However, it reveals charge transfer exclusively with the bottom layer after 

relaxation, resulting in ferrocene consistently facing the V side, as clearly shown in 

Figures 6-16b.  

Despite these findings, the definitive functioning of the PIM remains uncertain. To 

gain further clarity, we employed the Hirshfeld surface analysis187 as used in 

Malischewski et al.197 work. In our supercell study, the E-VO-0° configuration reveals a 

slight electron density between the bottom vanadyl layers, evident in Figure 6-17a. 

However, E-V-45° (Figure 6-17b) reveals a denser electron presence between iron and 

the bottom vanadyl layer. This stronger electron density between the iron and the 

bottom layer of vanadyl in the E-V-45° configuration supports the theory that 

ferrocenium maintains a stronger electrostatic anion-cation interaction with the bottom 

vanadyl layer. Consequently, it can be inferred that the PIM also plays a role in causing 

the observed bending of ferrocene.  
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Figure 6-16. The supercell structure of a) E-V-45° configuration, and b) the 
corresponding charge density difference map, the isovalue is 0.04 e/Å3, 
viewed along [010] direction. The black box is the supercell structure.  

6.4.6 Ferrocene Immigration Energy Preliminary Results 

6.4.6.1 Ferrocene move along [110] direction 

In Section 6.4.3, the E-V-45° configuration emerges as the most stable. 

Beginning with this configuration, we proceed by moving along the [110] direction. It's 

recognized that from one V position to the next, there exists a symmetrical pattern. 

Consequently, for efficient computation, we only need to analyze half of this pattern, 

specifically from V to the VO side. This process is visualized in Figure 6-18 for clarity.  

Figure 6-19 displays the energy barrier, for which we utilized the NEB method 

with 17 images. As observed, the migration energy approximates 0.25 eV. From a 

structural viewpoint, we noticed a change in the dihedral angle of the cyclopentadienyl 

ring. We've measured this alteration, as presented in Figure 6-20. 
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Figure 6-17. The Hirshfeld surface analysis of a) E-VO-0°, viewed along [010] direction, 

and b) E-V-45°, viewed along [-110] direction. Red means high electron 
density, white means medium electron density and blue means low electron 
density. 

 
 
Figure 6-18. The schematic representation showcases ferrocene moving along the [100] 

direction. The blue arrow depicts the entire path, while the red arrow 
represents half of that path. 
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Figure 6-19. The energy barrier of ferrocene moving along [110] direction by using NEB 

method, blue is eight (coarse) images and orange is seventeen(dense) 
images.   

The precision of migration energy calculations increases with the number of 

intermediate images we use between the initial and final states. However, it's crucial to 

find a balance between computational efficiency and result accuracy. As shown in 

Figure 6-19, we compared results using 17 images with those using 7 images. While the 

exact location of the peak migration energy differed slightly between the two, the peak 

values were strikingly similar. Notably, the overall migration path using 7 images closely 

resembled that from the 17-image approach. Based on these observations, we've 

decided to utilize less images for our upcoming calculations to achieve both efficiency 

and accuracy.  



 

153 

 
 
Figure 6-20. The dihedral angle of cyclopentadienyl ring.  

6.4.6.2 Ferrocene move along [100] direction 

 
In the section 6.4.3, we identified eight distinct configurations: five for the V/OV 

intercalation site and three for the P/P site. In this section, we employ the NEB method 

to compute the migration energy barrier along [100] direction. It's intricate to account for 

the various configurations of ferrocene during intercalation at both the V/OV and P/P 

sites. These complexities arise due to the arrangement of the cyclopentadienyl ring and 

the rotation of the ferrocene molecule. To simplify this, we used the eight configurations 

identified in the previous calculations as initial guesses and kept the ferrocene fixed 

during the NEB calculations. Preliminary results of these computations are presented in 

Figure 6-21.  

We observe three distinct steps. Initially, the red square is the most stable 

around 0.3. This is followed by the blue circle being the most stable between 0.3 and 

0.85. Finally, the black circle emerges as the most stable. As a result, the configurations 
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of ferrocene may transition from E-V-45° to E-P-90°, and finally to G-P-20°. These 

findings are somewhat ambiguous, and we plan to delve deeper into this area to discern 

the true optimal path as ferrocene moves through the layers. 

 

 
 
Figure 6-21. The NEB calculations of ferrocene immigrated through VOPO4. 

6.7 Conclusions  

 In this study, DFT calculations (GGA+U_D3) accurately reproduced 

experimental observations for ferrocene intercalation into VOPO4. The calculated bond 

lengths and stability of the eclipsed configuration of ferrocene, lattice expansion, Bader  

charge analysis, and charge density differences all agreed well with experimental data. 

Thus, the DFT method reliably captures the structural, energetic, and charge-related 

aspects of the intercalation process. 

We investigated the 11 possible configurations of ferrocene intercalation into the 

VOPO4 layer. By optimizing these configurations, we found that there are only 8 distinct 

configurations due to some of them having the same final equilibrated structures. From 
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the perspective of relative total energies, our calculations revealed three key findings. 

First, ferrocene prefers to reside on V/OV rather than on P, attributed to charge transfer 

between iron and vanadium. Second, the most stable configuration is E-V-45°, which 

exhibits stronger van der Waals interactions between hydrogens of the cyclopentadienyl 

ring and oxygens of the VO5 group, as supported by the electron localization function 

(ELF) analysis. Third, ferrocene adopts an eclipsed conformation intercalated between 

vanadium and oxygen-vanadium, while gauche conformation between phosphorus and 

phosphorus. 

However, when ferrocene diffused from the V/OV site to the P/P site, it needs to 

overcome the Coulombic attraction forces resulting from charge transfer between 

vanadium and iron. Additionally, the configuration of ferrocene undergoes changes 

upon intercalation in both the V/OV and P/P sites, including the arrangement of the 

cyclopentadienyl ring and rotation of the ferrocene molecule. Consequently, the 

diffusion behavior of ferrocene is complex. Therefore, this paperwork provides a 

valuable starting point for future analysis of diffusive behavior. In the future, we will carry 

out these structures and use nudged elastic band calculations198,199 to elucidate the 

energy barriers associated with the diffusion of ferrocene on the VOPO4 layer. And 

then, these calculations would provide insights into the dynamics and kinetics of 

ferrocene intercalation, further enhancing our understanding of the intercalation 

process. 
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CHAPTER 7 
SUMMARY AND FUTURE WORK 

 
In Chapter 3, we examined the dissociation energy of the uranyl cation and its 

binding with the Zr-MOF metal node. We analyzed 19 unique uranyl cation 

configurations within Zr-MOFs. To ensure accuracy, we benchmarked our simulations of 

pristine Zr-MOF, using the GGA+U_D3 and VASPsol methods, both of which aligned 

well with experimental data. Moreover, the hydration energy for the uranyl cation 

matched existing literature values. However, as we further examined the uranyl cation's 

behavior when attached to the metal node, complexities arose. We modeled scenarios 

for both charged and neutral systems. The binding energies derived from charged 

systems presented inconsistencies, leading us to utilize a neutral system in which we 

artificially incorporated two additional hydroxy groups to balance the charge. Notably, 

while the trends observed using the aforementioned methods were consistent, there 

were discrepancies in the absolute values.  

We then examined the binding preferences of the uranyl ion within the Zr MOFs. 

Our findings corroborated prior research regarding the bonding of the uranyl ion to 

surfaces like titanium dioxide and calcite. In these earlier studies, binding energy was 

predominantly influenced by the protonation state of the surface and the specific binding 

sites. First, our results showed that the binding affinity of the uranyl ion markedly 

enhanced in deprotonated of Zr-MOF compared to its protonated counterparts. This 

was attributed to a greater amount of charge transfer in deprotonated states between 

Zr-MOF and uranyl cation. Second, among the total 19 configurations explored, the 

most stable one involved the uranyl ion attaching to both the deprotonated middle 

oxygen and the edge oxygen of the Zr metal node, as it facilitated not only the U–O 
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bonds but also formed a Zr-Ou bond between the Zr-MOF and the axial oxygen present 

on the uranyl ion.  

In Chapter 3, our study emphasized the significant capability of Zr-MOFs to form 

stable bonds with uranyl ions. Despite the influence of protonation levels on binding 

strength, which varied with the system's pH, some binding sites consistently showed 

strong affinities over a broad pH range. This suggested that Zr-MOFs held immense 

promise as key materials for effectively capturing uranyl ions. 

In Chapter 4, our primary focus was on the organic ligand binding with 

radionuclides: understanding the binding of cerium nitrate to the crown ether system 

using computational methods. We employed both GGA+U and VDW_DF2+U 

methodologies, and our findings aligned closely with experimental data. Specifically, the 

VDW_DF2 method revealed a more negative binding energy. This underscored the 

pivotal role van der Waals interactions played in the cerium nitrate and crown ether 

relationship. This conclusion was strengthened by the electron localization function 

(ELF) analysis, illustrating characteristics typical of van der Waals interactions. 

Therefore, the VDW_DF2 method stood out as ideal for computing the binding energy, 

particularly due to the limitations of DFT_D3 for americium and curium elements. We 

also incorporated the solvation effect via the VASPsol method, although the binding 

energy was less negative in a solvated environment compared to a vacuum, the binding 

process remained thermodynamically favorable.  

In Chapter 4, we also found that the similarity in binding energies for cerium, 

americium, and curium nitrates with the 18-crown-6 ether. This suggests the potential of 

using cerium nitrates as surrogates for the more complex americium and curium 
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nitrates, pointing to cerium's analogous interaction behavior with the crown ether. 

Further, we probed the effects of substituting oxygen in the crown ether ring with other 

elements like amine. A pattern emerged, relating the number of amine groups in the ring 

to binding energy. When compared, amine and imine substitutions exhibited the highest 

binding energy, largely due to extensive charge transfers with actinide atoms. However, 

substitutions with sulfur or phosphorus were less effective. Thus, imine/amine-

substituted crown ethers seem poised as efficient ligands for radionuclide capture in 

MOFs. 

In our future research, there are still two primary areas of focus that warrant 

further exploration and investigation. First, our studies operated under the premise of 

nitrate groups remaining coordinated to metal ions, allowing for comparability with other 

DFT studies and experimental findings. Even in simulations considering hydration via 

VASPsol, nitrates persisted in coordination. Addressing the challenge of simulating 

cerium nitrate in 18-crown-6 ether, where nitrates dissolve in water, is on our future 

research agenda. Secondly, we're also keen on probing the modification potentials of 

other crown ethers. By substituting oxygen atoms with nitrogen in these ethers and 

combining these findings with experimental designs of novel MOFs, we envision 

enhancing the capacity of MOFs for radionuclide waste management. Through the 

synthesis of computational and experimental methodologies, we aim to enhance 

strategies for managing actinide-contaminated environments. 

In Chapter 5, our focus was directed towards understanding the formation energy 

of Secondary Building Units (SBUs) that incorporate both Zr and Th elements. An 

additional layer to our investigation delved into the energy dynamics in the presence of 
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organic ligands. Analyzing the data, a clear pattern was observed: the Th-SBU 

consistently exhibited a more negative binding energy relative to its Zr-based 

counterpart. This trend offers a compelling argument, indicating that the Th-based 

MOFs likely possess enhanced stability when compared to the frameworks that rely on 

Zr-MOFs. 

In Chapter 5, we then also conducted a comparative analysis of U-SBU and Th-

SBU. Our main aim was to quantify the transmetallation energy required during the 

transition from U-SBU to Th. Remarkably, our computed values for transmetallation 

energy and bandgap aligned perfectly with experimental data. This congruence not only 

reinforced our trust in the accuracy of our computational models but also highlighted the 

potential benefits of substituting U-SBU with Th. Expanding on this approach, we then 

examined the transmetallation process involving the replacement of U-SBU by Pu. The 

results were unequivocal: the observed negative binding energy strongly suggests a 

thermodynamic favorability for this substitution. This finding presents significant 

implications, suggesting new strategies for capturing and managing plutonium ions. 

Expanding our investigative scope, we delved into the dissociation energy landscapes 

of both Th-SBU and U-SBU. Central to our inquiry were three specific protonation sites. 

In a surprising turn of events, the energies delineated from both frameworks exhibited 

marked similarity, presenting an unexpected confluence. 

In Chapter 6, we examined the complex intercalation mechanism of ferrocene 

into VOPO4 using the GGA+U_D3 methods. It is noteworthy that the computational 

outcomes corresponded closely with the empirical findings, underscoring the robustness 

of the chosen computational approach. Detailed computational insights into parameters 
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such as bond length variations, stability trends of the eclipsed configuration of 

ferrocene, modifications in the lattice structure, Bader charge distribution, and variations 

in charge density were congruent with the experimentally derived data. 

Subsequently, our investigation adopted a rigorous methodology, probing 11 

unique configurations associated with ferrocene's intercalation into the VOPO4 layer. 

However, upon optimization, these configurations culminated into merely 8 distinct 

structures, a manifestation of certain configurations converging to equivalent 

equilibrated structures. A threefold insight was derived from our calculations in terms of 

relative total energies. Foremost, ferrocene exhibited a preference for the V/OV site 

over the P site. This inclination can be attributed to electron charge transfer between the 

iron and vanadium atoms. Secondly, the most stable configuration is the E-V-45° 

configuration, this was predominantly attributed to enhanced van der Waals interactions 

between the hydrogens of the cyclopentadienyl ring and the oxygens of the VO5 group, 

a deduction further substantiated by electron localization function (ELF) examinations. 

Lastly, the intercalated ferrocene presented an eclipsed conformation when positioned 

between the vanadium and oxygen-vanadium sites, whereas a distinct gauche 

conformation was observed between the phosphorus sites. 

In Chapter 6, we noted a significant observation during ferrocene's shift from the 

V/OV interstitial site to the P/P position: the molecule underwent distinct dipolar coupling 

forces. This phenomenon can be attributed directly to the charge transfer interactions 

occurring between the iron and vanadium centers Along with this transition, there was a 

noticeable alteration in ferrocene's structural makeup as it intercalated at the V/OV and 

P/P sites. This was evident in the changed orientation of the cyclopentadienyl ring and 
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the molecule's rotational dynamics. Taking into account these transformations, the 

diffusion pathway of ferrocene within the VOPO4 structure can be described as being 

complex and multifaceted. 

In light of these findings, our study serves as a foundational blueprint for 

subsequent investigations into diffusive behaviors. Our forward-looking strategy 

encompasses a more granular exploration of these structures, harnessing the prowess 

of nudged elastic band calculations. Such initiatives are geared towards elucidating the 

energy barriers inherent to the diffusive pathway of ferrocene across the VOPO4 

substrate. We anticipate that these forthcoming calculations will shed light on the 

dynamism and kinetics of ferrocene intercalation, enriching our grasp on the nuanced 

intercalation mechanism.  

Across all chapters, a recurring theme is the exploration of MOFs as 

multifunctional materials capable of interacting with various ions and molecules. The 

chapters collectively demonstrate the adaptability and potential of MOFs in 

environmental and materials science applications, from ion capture and stabilization to 

understanding dynamic intercalation processes. The methodologies and findings in 

each chapter contribute to a holistic understanding of MOFs' capabilities, suggesting 

new pathways for future research and applications in areas like waste management, 

environmental remediation, and advanced material design. 
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