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The object of this thesis is to use atomic simulation techniques to investigate thermal transport in selected crystalline materials, especially to understand how defect structures affect thermal conduction. This task is accomplished primarily using the tools of molecular dynamics (MD) simulations and phonon wave packet dynamics (PWD).

Non-equilibrium molecular-dynamics is used to characterize the effects of dislocations on the thermal transport properties of UO$_2$. The temperature dependence of the effect is obtained. The results are also compared with the classic Klemens-Callaway analysis. The effect of dislocation density is also quantified. The simulation results are fit to the pertinent part of the empirical formula for the thermal conductivity in the FRAPCON fuel-performance code, which gives the overall effects of temperature and dislocation effects on thermal conductivity. The fitted results can be well-described within this formalism, indicating that the results of molecular-dynamics simulations can be used as a reliable source of parameters for models at longer length scales.

A phonon wave packet dynamics method is used to in addition to the MD method to characterize the Kapitza resistance of twist grain boundaries in UO$_2$ and the Si/SiO$_2$
interface in a Si/SiO$_2$/Si heterostructure. The wave-packet dynamics method provides additional detailed insights as to how phonons scatter at a grain boundary and at an interface. The energy transmission coefficients for individual phonon mode is quantified.

Also, an elementary chain model is used to simulate and illustrate phonon transport at a grain boundary. Connections to the results of phonon wave packet dynamics method are discussed.
CHAPTER 1
GENERAL INTRODUCTION

Introduction to Heat Transfer in Crystalline Materials

Heat transfer plays a critical role in our daily life, as well as in research in materials science and engineering. There are numerous applications involving heat transfer, which can be broadly categorized into two categories: insulation and dissipation. In order to better control or utilize heat, it is crucial to understand the factors that can affect heat transfer. In solid crystalline materials, a fundamental factor that regulates heat transfer is the presence of defects. In order to better manage heat transfer, a good understanding of how individual defects affect the heat flow is needed.

Crystallographic defects, including point defects, line defects, planar defects and bulk defects, act as obstacles to the heat carriers. Such structural defects generally have at least one nanoscale dimension, or even atomic scale dimension, such as a lattice vacancy. Thus, a better understanding of the mechanisms and effects of the inhibiting processes at the atomic scale is a key building block to controlling heat transfer.

Numerous experimental efforts have been made to understand these mechanisms. However, the task remains very challenging due to the complex nature of real world materials’ structures, especially in the presence of abundant defects. The heat carriers can interact individually with each defect and any combinations of defects, thus making it difficult to separate each mechanism and effect. Also, certain processes such as the operation of a nuclear fuel pellet inside a nuclear reactor take place under extreme environmental conditions, creating even more hurdles for research.
With the constant development of computational hardware [1] and algorithms [2], computer simulation has become an indispensable contributor to the study of heat transfer problems in that it is able to focus on the interaction of only one defect with the heat carrier, observe phenomena in sub-nano time and space scale, and completely control environmental variables.

**Materials of Interest: Uranium Dioxide**

Uranium dioxide (UO$_2$) is ubiquitous as a nuclear fuel, and is used in all US commercial nuclear power reactors.[3] Among its advantages compared to metallic fuels are its high melting point and the fact that the fluorite structure is open enough to accommodate fission products without unacceptable levels of swelling [4]. However, one of the drawbacks of UO$_2$ fuel is its low thermal conductivity (~4 Wm$^{-1}$K$^{-1}$ at 800 K [5]), which results in a large amount of thermal energy being stored in the pellet.

Moreover, as the microstructure evolves during burn-up, the thermal conductivity can further decrease by the increased scattering of phonons, the dominant heat carriers, from various microstructures elements. This leads not only to an overall decrease in the already low thermal conductivity, but also can lead to the development of relatively hotter and colder spots in the fuel, which can be expected to lead to further local variations in microstructure and further temperature variations (800 K over 0.5 cm [6]).

UO$_2$ exhibits the fluorite type structure which belongs to the face cubic crystal system (Fm$\bar{3}$m, space group No.225 space group, Schönflies $O_h^5$). Its lattice constant is 5.4704 Å at 300 K [7]; the unit cell is illustrated in Figure 1-1. The uranium atoms are arranged FCC positions, while the oxygen atoms exhibit a simple cubic lattice; their respective sites is summarized in Table 1-1.
Materials of Interest: Silicon and Silica

Silicon is a well-known and very widely used semiconducting material; silicon dioxide, silica, is a very good dielectric material which is usually used as a substrate or protective layer in combination of silicon. For example, in the silicon on insulator (SOI) technology in microelectronics, the SOI wafer structure can be made up of a thin layer of SiO$_2$, functioning as a dielectrics, which prevents current leakage and is essential for the device to work. [8]

Silicon has a very good thermal conductivity of 149 Wm$^{-1}$K$^{-1}$ at 300 K [9], which is comparable to some metals. For example, at 300K, the thermal conductivity of pure Fe is 80 Wm$^{-1}$K$^{-1}$; W is 178 Wm$^{-1}$K$^{-1}$; Al is 250 Wm$^{-1}$K$^{-1}$; and Cu is 390 Wm$^{-1}$K$^{-1}$. [9] However, the overall cooling of the electronics by thermal conduction can be limited by both the introduction of the low thermal conduction oxide layer and the Si/SiO$_2$ interfaces themselves.

Pure crystalline silicon has a diamond structure ($Fd\overline{3}m$, space group of No.227, $O_h^7$). Its lattice constant is 5.4307 Å at 300 K [10], with each silicon atom bonded to another four silicon atoms located at the vertexes of a tetrahedron, as shown in Figure 1-2.

Silica, formally known as silicon dioxide, has various crystalline structures due to the flexibility of the O-Si-O bond, as illustrated in Figure 1-3. Generally, the silicon atom is bonded to 4 nearby oxygen atoms, forming a tetrahedral coordinated structure. Amorphous silica also has the similar bonding since the big difference between crystalline and amorphous is only the absence of the long-ranged order, with the coordination number of the Si atom being 4 and that of the O atom being 2, with the
modification that, in reality, there are always over-coordinated and sub-coordinated atoms. The structural form used in this study is β-cristobalite, because it can form a minimal lattice mismatch with silicon under finite dimension. It also has the same space group as crystalline silicon but with lattice constant of 7.16 Å at 300 K [11], as shown in Figure 1-3(a).

**Materials Defect Structure**

There are always defects or imperfections in real crystalline materials. The defects, due to their inconsistency with the ideal lattice, break the local crystalline symmetry. One scheme to classify the defects is according to the dimensionality of the defect.

Point defects are zero-dimensional defects, having no extension in space. There are two main kinds of intrinsic point defects: vacancies and interstitials. As indicated by their names, vacancy defect refers to a vacant lattice site that would be otherwise occupied in an ideal crystal; an interstitial defect denotes an occupied position that is normally vacant in an ideal crystal. In an ionically bonded crystal (ionic crystal), charges are generally associated with each atom. In order to compensate the net charge created by an individual point defect, other point defects are normally present in order to maintain charge neutrality. There are two such charge neutral defect complexes: Schottky defect and Frenkel defect. A Schottky defect is a set of vacancies of zero net charge. However, this may or may not preserve the stoichiometry of structure. For example in SrTiO3, the Sr$^{2+}$ and O$^{2-}$ pseudo-Schottkys defect is charge neutral but do not preserve the stoichiometry of the system. A Frenkel defect, or Frenkel pair, is an interstitial defect and the vacancy it leaves behind.
However, there can also be cases where the ion defects exist in a non-compensating manner, for instance, an off-stoichiometric ion can co-exist with an electron, such as in CeO$_2$-$x$. In metals and sometimes in ionics with two types of cations or anions, anti-site defects can be formed by two cations or two anions of different species interchanging sites. Extrinsic point defects involve impurity atoms as substitutional atoms or as interstitials.

A dislocation is a one-dimensional defect and it runs into a crystal in straight or curved paths. The crystallographic alignment of a bulk structure terminates at the dislocation line. Dislocation defects can be classified into two primary categories: edge dislocations and screw dislocations. The sketches in Figure 1-4 show the edge dislocation and screw dislocation in a simple cubic lattice. In both cases, the DC line indicates the dislocation line, which runs through the crystal. An edge dislocation essentially contains one or more extra “half sheets” of atoms. As illustrated in the figure, only the half structure above the DC line is displaced along the direction of x axis, which is perpendicular to the DC line; this marks of the boundary between displaced and undisplaced crystal is the dislocation line. Similarly, for screw dislocations, the dislocation line is also denoted as DC; however, the slip direction is now along the direction of z axis which is parallel to the dislocation line. These two categories of dislocations can exist individually, but in real materials they more coexist. For example a dislocation loop, which is a closed loop formed by dislocation lines, may be formed by one type of dislocation, or two types of dislocations (both edge, both screw or one of each) with different Burgers vectors [12].
Planar defects are generally the exterior surface of a crystal or the internal interface separating two crystals or phases, or the atomic mismatch between two grains such as grain boundaries. A tilt grain boundary consists of a mutual rotation of two adjacent grains about an axis parallel to the grain boundary. A twist grain boundary, on the other hand, has a rotation axis perpendicular to the grain boundary. More detailed description of the grain boundary structures will be provided in Chapter 6.

Void and interstitial clusters, as well as a second phase can be regarded as bulk defects. These clusters can be considered as a collective of vacancies or interstitials, where their size can vary from sub-micron to 100 microns.

**Scope of This Study**

The objective of this work is determining how dislocations and grain boundaries affect the thermal conductivity of UO$_2$ and the interfacial thermal resistance at the Si/SiO$_2$ interface. The simulation methods are molecular dynamics and phonon wave-packet dynamics. A lattice dynamics model is also developed to help elucidate the effects of a grain boundary on thermal transport.

In particular, the effect of the decrease in the thermal conductivity due to the presence of dislocation is quantified, and its dependence on temperature and dislocation density is investigated. The interfacial thermal conductance of the Si/SiO$_2$ interface and of UO$_2$ twist grain boundaries are also determined and the detailed mechanisms of phonon scattering are identified.
Table 1-1. Distinct sites in UO₂ crystal structure.

<table>
<thead>
<tr>
<th>Atoms</th>
<th>Multiplicity</th>
<th>Wyckoff</th>
<th>Site symmetry</th>
<th>Coordinates</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>8</td>
<td>c</td>
<td>43m</td>
<td>0.25,0.25,0.25</td>
</tr>
<tr>
<td>U</td>
<td>4</td>
<td>a</td>
<td>m3̅m</td>
<td>0, 0, 0</td>
</tr>
</tbody>
</table>
Figure 1-1. A unit cell of fluorite-structured UO$_2$. As illustrated, red spheres refer to oxygen atoms and green spheres refer to uranium atoms.

Figure 1-2. A unit cell of diamond-structured crystalline Si.
Figure 1-3. Example crystalline SiO$_2$ structures. A) β-cristobalite; B) β-quartz; C) stishovite; D) tridymite. (All generated from CrystalMaker [13])

Figure 1-4. Illustration of edge and screw dislocations. (From Ref.[14])
CHAPTER 2
THERMAL TRANSPORT IN DIELECTRIC MATERIALS

Introduction to Thermal Conduction

Thermal conduction is one of the three major mechanisms of heat transfer (the other two being thermal convection and thermal radiation). Conduction is the transfer of heat, without the occurrence of macroscopic mass movements, through the exchange of kinetic energy with direct contact. For insulating solid materials, heat conduction is by lattice vibrations.

To measure the ability to conduct heat, the concept of thermal conductivity is introduced. When the temperature distribution in a material has reached steady state, the thermal conductivity can be determined from Fourier's Law [15]:

\[ J = -\kappa \nabla T \]  

where \( J \) is the heat current, \( \kappa \) is the thermal conductivity tensor, and \( T \) is the temperature. The SI units of thermal conductivity are Watts per meter Kelvin, \( \text{Wm}^{-1}\text{K}^{-1} \).

Phonon-mediated Thermal Transport

In electronic insulators, where there are few if any free electrons, the main heat carriers are lattice vibrations, or phonons which are the quantum equivalents of classical lattice vibrations. Much of the following discussion is based on Ref [16-19].

Lattice Vibrations and Phonons

At 0 K temperature, the atoms of a solid crystalline material reside at the equilibrium position, where the solid has a minimum energy. However, at a finite temperature atoms in solids generally vibrate around their equilibrium positions although the displacements are rather small.
In 1907, Einstein proposed a theory regarding the heat capacity of solids, where he suggested that each atom in a solid vibrates independently about its equilibrium position with the same frequency. As a result, a solid with N atoms consists 3N harmonic oscillators. And each atom vibrates as if all other atoms are keeping still. However, this is a too simple treatment of a solid. Due to the interactions among atoms in the solid, the solid is no longer treated as atoms that vibrate individually, but, in a collective manner, as lattice waves. Each of these travelling waves corresponds to a normal mode of vibration, and the thermal energies of a material are distributed amongst all these modes. A wave-like solution that describes the atomic displacements, to the dynamic equation of the lattice is describe as Eq.2-2 [16].

\[
\mathbf{u}_{ik} = \frac{1}{\sqrt{Nm_i}} \sum_{\lambda k} a_{ik} \varepsilon_{\lambda k} \exp\left(\mathbf{i} \mathbf{k} \cdot \mathbf{R}_i - \mathbf{i} \omega t\right) 
\]

Here, \(a_{ik}\) is referred to as normal coordinates or normal modes. Therefore, each atomic displacement can be represented by a linear combination of these normal coordinates; a phonon is a quantum of energy of a normal mode. Each normal coordinate characterizes an “elementary lattice vibration”, or a harmonic oscillator. That is, the lattice vibration is expressed as a collection of harmonic oscillators. [16] This is an analogy to the fact any signal, e.g. a rectangular function, can be expressed as a summation of cosine functions, with the help of Fourier transformation [20]. And in fact, the normal coordinates transformation is carried out by discrete Fourier transformation [21].

One of the important features of lattice waves is the dispersion relation, which describes the relationship between the frequency and wavevector of a wave. The group
velocity, $v_g$, which describes the energy transportation rate along the wave, is defined as,

$$v_g = \frac{\partial \omega}{\partial k}$$  \hspace{1cm} (2-3)

where, $\omega$ is the wave frequency and $k$ is the wavevector. Modes can be classified according to orientation relationship between the propagation directions and the direction of atomic motion. In longitudinal modes, the direction of the atom movement (polarization direction) is parallel to the wave propagation direction, while in transverse modes atomic motion is perpendicular to the wave propagation direction. For a three-dimensional lattice, where there is $N$ atoms in a primitive cell, there are $N$ longitudinal modes and $2N$ transverse modes. Along some high symmetry directions, some transverse modes are degenerate. [17] For cases where there is more than one atom in a primitive cell, depending on the relative motion of the atoms, the vibrational modes can be further distinguished as acoustic mode, when atoms move in phase with each other; and optical modes, when atoms move out of phase.

**Lattice Thermal Transport**

One approach to understand the thermal transport through phonons is the “phonon gas” model. In this picture, the material as a whole is considered as a volume containing a certain number of phonons, which are considered as particles similar to gas molecules. The description of the thermal conductivity is then mapped onto the kinetic theory of gases. [17] The collisions of these phonons with crystal impurities and surfaces, as well as the collisions among phonons create thermal resistance inside the material resulting a finite thermal conductivity. One difference between a physical as
and a phonon gas is that the number of phonons is not conserved while the number of particles in a gas is.

To understand the thermal transport in the phonon picture, the concept of phonon-phonon scattering needs to be introduced. Phonons are quasi-particles, and thus don’t have any physical mass or physical momentum, since at equilibrium there is no overall movement of the atoms. However, the quantity ħk, known as the quasi-momentum, phonon momentum, or crystal momentum is assigned to phonons. Under the harmonic approximation, phonons are non-interacting. For a perfect, harmonic, infinite lattice the thermal conductivity would be infinite since there would be no scattering processes to impede the movement of the phonons. However, in an anharmonic perfect infinite crystal lattice, the thermal conductivity is not infinite. The anharmonic terms in the potential part of the Hamiltonian, that is those terms higher than second order in spatial derivatives, describe the multi-phonon processes. Among these anharmonic terms, the cubic and quartic terms are most important.

There are two distinct kinds of phonon-phonon scatterings: normal processes and Umklapp processes. Figure 2-1 illustrates a three phonon process, in which two phonons annihilated during the scattering and a third phonon is created. For the normal process, where the newly created phonon wavevector is inside the first Brillouin zone, no crystal momentum is created; for the Umklapp process, as the two incident phonon wavevectors are close to the first Brillouin zone boundary, the new phonon wavevector is outside the first Brillouin zone, which is not allowed due to the confinement of the zone. Consequently, the extra momentum is transferred to the crystal. These two processes can be summarized in the following equation for a three-phonon scattering:
\[ \mathbf{k}_1 + \mathbf{k}_2 = \mathbf{k}_3 = \mathbf{k}_3 + \mathbf{G} \]  \hspace{1cm} (2-4)

Where there is \( \mathbf{G} = 0 \) in normal process and \( \mathbf{G} \neq 0 \) for Umklapp process. Now consider the thermal transport in crystals. Since the transfer of heat is transport of phonon energy, under a constant temperature gradient there is a net momentum (nonzero) of phonons in the direction of the temperature gradient. The normal processes do not create resistance to the phonon transport since they do not change the net momentum; the Umklapp process result in a loss to the heat current since the total momentum is not conserved. This loss of heat current results in thermal resistance. Normal modes contribute indirectly to the thermal resistance as they provide mechanisms for the redistribution of the phonon distribution back to the equilibrium distribution.

To link the above microscopic concepts to the macroscopic quantity of thermal conductivity, a phenomenological model from elementary kinetic theory of transport can be constructed by introducing the relaxation time \( \tau \) and mean free path \( \lambda \). The relaxation time is the average time interval between two phonon scatterings, the mean free path is the average distance travelled by a phonon between two scatterings. These two variables, in a very simple way, represent the detailed phonon scattering details. In this simple dynamic model, phonons are considered as rigid particles like gas molecules. Thus, suppose in a simple one dimensional scenario, the thermal conductivity is simply given by [17],

\[ \kappa = \frac{1}{3} c_v \nu \lambda \]  \hspace{1cm} (2-5)
where $c_v$ is the specific heat of the material and $\bar{v}$ is the average velocity of the phonon.

Although this formula is rather simple, it often fits experiment very well and can be applied to both insulators and metals. [15]

**Interfacial Thermal Resistance**

Interfacial thermal resistance, or Kapitza resistance is the thermal boundary resistance presented at an interface between two blocks of materials, where a temperature drop is observed. It has the unit of $W^{-1}m^2K$, and is the inverse of interfacial thermal conductance. Assuming a heat flow perpendicular to the interface, then the thermal conductance can be expressed as [22],

$$G = J / \Delta T$$

(2-6)

where $G$ is the interfacial thermal conductance, $J$ is the heat current, and $\Delta T$ is the temperature drop at the interface. The resistance has two basic origins: the structural disorder associated with the interface and the different properties of the heat carriers on the two sides of the interface. One or other of the mechanisms is operative at all interfaces; both are present at some interfaces.

In the case of electrical insulators, including most ionically bonded systems and many semiconductors, the dominant heat carriers are phonons. As a result, the Kapitza resistance is governed by details of the interfacial structure and availability of vibrational states on the two sides of the interface. There are two general theory account for the phonon-mediated interfacial thermal transport: acoustic mismatch model (AMM) and diffuse mismatch model (DMM). The AMM model [22-24] suggests that the phonon scatterings at the interface is a result of the mismatch in the acoustic impedance (analogous to the refractive index in optics). The DMM model, on the other hand,
assumes that all the incident phonons are scattered randomly at the interface. The amount of energy of the incident phonon emitted to the two sides of the interface is proportional to the available states in the respective material. [24]
Figure 2-1 Illustration of Umklapp process and normal process. From Ref [12].
Molecular Dynamics Simulation of Thermal Transport

Atomistic simulation, as the name suggests, is used to study materials behaviors with an atomic scale resolution. All atomistic simulations require a description of the interactions among the atoms. Depending on the description, these can be classified as quantum or classical. In quantum descriptions, the electronic structure of the interacting atoms is considered explicitly, and treated by quantum mechanics. In the classical descriptions, atoms are generally treated as structureless, with the description of the interactions taking into account the electronic structure implicitly. The atomic motion is then determined by Newton’s equations of motion.

In molecular dynamics (MD), Newton’s equation of motion is used to evolve the system in time, with each atom moving under the forces applied by surrounding atoms. The interatomic potential energy function, or just potential, is an empirical mathematical description of the interactions between atoms in real materials based on their relative locations and other factors, such as local coordination.

For the case of UO$_2$, there are twenty or more such interatomic potentials in the literature; however, there is no single potential that gives a good representation of all physical properties. [25, 26] For this work, the Busker potential [27] is chosen because it provides a reasonably good representation of many physical properties of UO$_2$ and it gives a stable dislocation structure at high temperatures. Moreover, it shows a thermal conductivity that is reasonably consistent with experimental data after an anharmonic correction [7]. The Busker potential is a Buckingham type potential where the interaction between two atoms are depicted by Eq.3-1:
\[ V_{ij} = -A_{ij} \exp \left( -\frac{r_{ij}}{\rho_{ij}} \right) \frac{c_{ij}}{r_{ij}^6} \]  

(3-1)

where \( A_{ij}, \rho_{ij}, \) and \( c_{ij} \) are parameters for different pairs of atomic species, \( r_{ij} \) is the interatomic distance between atom \( i \) and \( j \). The values of these parameters are listed in Table 3-1.

The less computational expensive charge-neutralized real-space direct summation method [28] is used in preference to the Ewald summation to calculate the Coulomb sums.

For the case of Si/SiO\(_2\) interface, the extended Stillinger-Weber potential developed by Watanabe et al. [11] is used to describe the interatomic interactions. In this potential, the total interaction energy \( \Phi \) is give as a combination of a two-body interaction part \( V_2 \) and a three-body interaction part \( V_3 \):

\[ V = \sum_i \sum_{j>i} \varepsilon V_2(i, j) + \sum_i \sum_{j>i} \sum_{k>j} \varepsilon V_3(i, j, k) \]  

(3-2)

where \( i, j, k \) are the label for each atom in the system and \( \varepsilon = 2.1678 \) eV is the energy unit that is the same as the original Stillinger-Weber (SW) potential. The two-body part is described by:

\[ V_2(i, j) = \begin{cases} 
  g_{ij} A_{ij} (r_{ij}^{-p_{ij}} - r_{ij}^{-q_{ij}}) \exp \left[ (r_{ij} - a_{ij})^{-1} \right], & r_{ij} < a_{ij} \\
  0, & r_{ij} \geq a_{ij} 
\end{cases} \]  

(3-3)

where \( A_{ij}, B_{ij}, p_{ij}, q_{ij} \) and \( a_{ij} \) are parameterized for different interaction pairs: Si-Si, Si-O and O-O, and \( r_{ij} \) denotes the distance between atom \( i \) and \( j \), assuming the length unit of \( \sigma = 2.0951 \) Å in SW potential. The two-body term differs from the SW potential by introducing a bond-softening function \( q_{ij} \), described by:
\[ g(z) = \begin{cases} g(z_i), & i=O \text{ and } j=\text{Si} \\ g(z_j), & i=\text{Si} \text{ and } j=O \\ 1, & \text{otherwise} \end{cases} \] (3-4)

\[ g(z) = \frac{m_i}{\exp[(m_2 - z)/m_3] + 1} \exp\left[m_4(z - m_5)^2\right] \] (3-5)

\[ z_i = \sum_{j=\text{Si}} f_c(r_{ij}) \] (3-6)

\[ f_c(r) = \begin{cases} 1, & r < R - D \\ \frac{1 - r - R + D}{2D} + \frac{\sin\left[\pi(r - R + D)/D\right]}{2\pi}, & R - D \leq r < R + D \\ 0, & r \geq R + D \end{cases} \] (3-7)

where \( m_1, m_2, m_3, m_4, m_5, R \) and \( D \) are parameterized to reproduce the cohesive energy of Si-O bond. Clearly, the bond-softening function is effective only when the pair interaction is considered between Si and O. The three-body interaction is in the form of Eq.3-8:

\[ V_3(i, j, k) = h(r_{ij}, r_{ik}, \theta_{jik}) + h(r_{ji}, r_{jk}, \theta_{jik}) + h(r_{ki}, r_{kj}, \theta_{jik}) \] (3-8)

where the function \( h \) loops over each atom of a triplet as center (e.g. in the triplet jik, atom i is considered as the center) and has a similar form as in SW potential:

\[ h(r_{ij}, r_{ik}, \theta_{jik}) = \begin{cases} \lambda_{jik} \exp\left[\frac{\gamma_{jik}^{ij}}{r_{ij} - a_{jik}^{ij}} + \frac{\gamma_{jik}^{ik}}{r_{ik} - a_{jik}^{ik}}\right] (\cos \theta_{jik} - \cos \theta_{jik}^0)^2, & r_{ij} < a_{jik}^{ij} \text{ and } r_{ik} < a_{jik}^{ik} \\ 0, & \text{otherwise} \end{cases} \] (3-9)

where \( \lambda, \alpha \) and \( \theta^0 \) are parameters for different triplets as denoted by the subscripts and \( \theta \) is the bond angle. All the parameters for the SW potential are summarized in Table 3-2.
This potential has been proven capable of describing the Si/SiO$_2$ interface as well as its formation. [29, 30] In the extended SW potential, the interaction function between Si atoms is exactly the same as the SW potential for pure Si [10]. As shown by the silicon phonon dispersion curve in Figure 3-1, determined by lattice dynamics calculations, the SW potential gives a reasonably good representation of the LA mode. However, it is not able to reproduce the flatness of TA mode near the band edge due to the lack of long range interatomic interactions in the SW description. However, as will be shown later, the energy transmission coefficient for higher frequencies (>6 THz) phonons is almost frequency independent; thus this aspect of the dispersion curve will not significantly affect the results. Further, the poor descriptions of the two optical modes (LO and TO) is not crucial to the work because they are thought not to be significant carriers of heat in Si [31], a conclusion later confirmed in our simulations.

**Anharmonic Correction**

Due to the fact that the classical potential used does not reflect all of the physics of the real system, there is considerable difference between the calculated thermal conductivity and the experimental value. Here, following an anharmonicity analysis [32], the results are systematically corrected. By combining the Grüneisen relation of thermal expansion coefficient and Klemens' formula for lattice thermal conductivity, the thermal conductivity can be expressed in terms of a few simple materials constants, including the heat capacity, bulk modulus, Debye temperature and thermal expansion coefficient. The Grüneisen relation states that the thermal expansion coefficient is a result of the anharmonicity of interatomic interactions. Also, as discussed above, the anharmonicity gives rise to the finite thermal conductivity of material.[7] Thus the thermal conductivity
and thermal expansion are linked. The anharmonicity correction factor \( \zeta \) for the calculated value is then given by,

\[
\zeta = \frac{\kappa_{\text{exp}}}{\kappa_{\text{calc}}} = \frac{\alpha_{\text{calc}}^2 \beta_{\text{calc}}^2 \theta_{\text{exp}}^2 c_{\text{v,exp}}^2}{\alpha_{\text{exp}}^2 \beta_{\text{exp}}^2 \theta_{\text{calc}}^2 c_{\text{v,calc}}^2}
\]  

(3-10)

where \( \alpha \) is the thermal expansion coefficient, \( \beta \) is the bulk modulus \( \theta \) is the Debye temperature and \( c_v \) is the constant volume specific heat. All of these parameters are calculated using General Utility Lattice Program (GULP) [33, 34], with experimental values taken from the IAEA Database [35]. All of the data shown below include this correction.

**Non-Equilibrium Molecular Dynamics**

The direct method, first introduced by Jund and Jullien [36], of the non-equilibrium MD (NEMD) is used to calculate the thermal conductivity of a material. This method introduces a steady heat current in the system, and the temperature profile is directly determined inside the simulating system.

A typical simulation box is a parallelepiped with dimensions \((L_x, L_y, L_z)\), with \(L_z\) much longer than the other dimensions as shown in Figure 3-2. For the purposes of analysis, the structure is divided into several slices of equal thickness along \(L_z\), with each slice containing a few hundreds atoms. After the system is equilibrated at the desired temperature, a small amount of energy is inserted into the first or first few slice(s) (red region in Figure 3-2) by changing the kinetic energy of the atoms; the same amount of energy is taking out of the system from the slices located in the center of \(L_z\) (indicated by blue region in Figure 3-2). In such a way, a steady energy flow is generated. The average temperature for each slice is captured by averaging the kinetic...
energy of the atoms [2]. After a large number of simulation steps (depending on the structure size, interatomic potential), the temperature profile inside the system can be generated. Then according to Fourier’s Law (see Chapter 2), the thermal conductivity can be determined directly.

**Phonon Wave Packet Dynamics**

The phonon wave-packet dynamics (PWD) approach is used to study the Kapitza resistance of interfaces. To generate the wave packet, the wave vector in the first Brillouin zone of the primitive cell of the material of interest, also known as the \( \mathbf{k} \) vector, need to be properly defined. In reciprocal space, the wave vector \( \mathbf{k} \) is defined as \((k_x, k_y, k_z)\), where the direction along the wave packet propagation is defined as \( k_z \); while \( k_x \) and \( k_y \) are perpendicular to \( k_z \) but orthogonal to each other. The core idea of PWD is to form a wave packet of phonons from a single branch with the frequency being a narrow Gaussian distribution.[37] The following describes the basics of generation and analysis of the phonon wave-packet. Most of the descriptions are based on Ref. [24, 37, 38] and the physics background of the equations can be found in many introductory solid state physics books on phonons, for example Refs. [16, 19].

The wave packet is generated as described in Eq.3-11, so that it is localized in both real space and reciprocal space. The initial atomic displacement is generated according by,

\[
\mathbf{u}_i = \frac{A}{\sqrt{m}} \varepsilon_{i\mathbf{k}_0} \exp\left[i\mathbf{k}_0 \cdot (\mathbf{R}_i - \mathbf{R}_0)\right] \exp\left[-\left(\frac{(\mathbf{R}_i - \mathbf{R}_0)^2}{\eta^2}\right)\right]
\]  
(3-11)

A subsequent inverse discrete Fourier transformation is used to obtain the normal coordinates, \( a_{j\mathbf{k}} \),
where $\mathbf{u}_i$ and $\mathbf{R}_i$ denote the displacement vector of the $i$-th atom in $l$-th primitive cell and the coordinates of the $l$-th primitive cell. $N$ is the total number of primitive cell and $m$ is the mass of atom $i$. $a_{\lambda k}$ is the amplitude of the phonon with wave vector $\mathbf{k}$ and branch $\lambda$, and $\mathbf{e}_{\lambda ik}$ and $\mathbf{e}_{\lambda ik}^*$ are the corresponding eigenvector and its complex conjugate for atom $i$ respectively. The initial displacement (Eq.3-11) can then be rewritten as:

$$
\mathbf{u}_i = \frac{1}{\sqrt{Nm_i}} \sum_{\lambda k} a_{\lambda k} \mathbf{e}_{\lambda ik} \exp(i\mathbf{k} \cdot \mathbf{R}_i - i\omega \mathbf{k} t) \tag{3-13}
$$

where the time dependence term is added so that the initial velocity can be calculated by differentiation. Then the phonon velocity, $\mathbf{v}_i$, is found by merely the taking time derivative of the previous equation,

$$
\mathbf{v}_i = \frac{1}{\sqrt{Nm_i}} \sum_{\lambda k} a_{\lambda k} \mathbf{e}_{\lambda ik} \exp(i\mathbf{k} \cdot \mathbf{R}_i - i\omega \mathbf{k} t) i\omega_{\lambda k} \tag{3-14}
$$

where $\omega_{\lambda k}$ is the phonon frequency.

By setting $t=0$, Eqs.3-14 and 3-17 are used to calculate the initial displacement, initial coordinates, and initial velocity for each atom in a system, which serve as initial conditions for an MD simulation. The incident phonon wave packet is generated close to the defect of interests (e.g. interface, grain boundary or point defects) and is then launched towards it as a summation of propagating phonons. When the wave packet reaches the defect region, scattering events take place; as illustrated in Figure 3-3, part of the wave packet is transmitted while some is reflected.
By determining the energy of each atom, the energy carried by atoms at either side of the interface is determined, from which the energy transmission and reflection coefficients through the interface are determined. The transmission coefficient, \( \alpha_T \), is the fraction of phonon energy transmitted through the interface, and similarly for the reflection coefficient, \( \alpha_R \). The energy being transmitted or reflected is determined by adding up the total energy of each atom in the transmission side or reflection side. As the example in Figure 3-3 shows, the transmission part corresponds to the part to the right of the dashed line, while the reflection part corresponds to the part to the left of the dashed line. However, a problem may arise for this method, when, there is more than one atomic species in a system, especially in some ionic systems where the cation and anion have rather different energy. For instance, in a perfect UO\(_2\) single crystalline system, after relaxation, the potential energy of a uranium atom is about -70.44 eV and that of an oxygen atom is about -17.02 eV. Thus, when performing the summation, the total number of atom, as well as their ratio on each side needs to be appropriately determined in order to avoid any errors. Another way to determine the energies is to perform an inverse Fourier transformation similar to Eq.3-12, since MD is able to capture a snapshot of a system at a given time step, which includes the position and velocity of each atom. This is done as the following equation:

\[
a_{jk} (t) = \sqrt{\frac{m}{N}} \sum_i \left[ u_{il} (t) + i (\omega_{jk})^{-1} v_{il} (t) \right] \cdot e_{jik} \exp (-i k \cdot R_i) \tag{3-15}
\]

where the \( t \) in the bracket denotes the variable at a given time \( t \). Then the energy belongs to a certain mode at time \( t \) \( E_{jk} (t) \) is determined by:

\[
E_{jk} (t) = |a_{jk} (t)|^2 \omega_{jk}^2 \tag{3-16}
\]
In doing so, the amount of energy being transmitted, as well as the vibrational mode to which it belongs to can both be determined.

**Calculating boundary conductance**

In order to calculate the Kapitza conductance of an interface from the results of phonon wave packet dynamics, a sampling scheme of the first Brillouin Zone (BZ) is required. In a supercell, where its dimensions are integer multiple (\(N_x, N_y, N_z\)) of a cubic unit cell with a lattice constant of \(L\), the meaningful \(k\) points in the reciprocal space are

\[
k_x = \frac{2\pi i}{N_x L}, k_y = \frac{2\pi j}{N_y L}, k_z = \frac{2\pi l}{N_z L},
\]

where \(i, j,\) and \(k\) are integers smaller than \(N_x, N_y\) and \(N_z\) respectively. In particular, the \(k_x-k_y\) planes are sampled with an equal spaced mesh scheme with the \(\Gamma\) point as the center of the mesh. The \(k_z\) direction is sampled with a finer mesh since the structure is much longer along the \(z\) direction. Moreover, the underlying symmetry of the structure is recognized here in order to reduce the computational time, as shown by Figure 3-4, where only 1/8 of the first Brillouin zone is sampled. The total conductance, which is the inverse of resistance, at an interface can be calculated using the equation for an interface conductance by integration over the first BZ, [38]

\[
\sigma = \frac{1}{(2\pi)^2} \int \sum_{\lambda} \hbar \omega(k, \lambda) v_z(k, \lambda) \alpha(k, \lambda) \frac{dn(\omega, T)}{dT} d\mathbf{k}
\]

where \(\alpha(k, \lambda)\) is the phonon transmission coefficient determined from the phonon wave packet dynamics simulations for phonon branch \(\lambda\); \(\omega\) is the phonon frequency, \(\hbar\) is the reduced Planck constant and \(n(\omega, T)\) is the Bose-Einstein distribution function at temperature \(T\). The integration over the first BZ is converted to a sum over \(k\)-points, with
the weighting factor, $W(k)$ assigned to each point determined by the associated k-space volume, determined by a Voronoi construction over all the k-points:

$$\sigma = \frac{1}{(2\pi)^2} \sum_k \sum_{\lambda} W(k) \hbar \omega(k, \lambda) v_i(k, \lambda) \alpha(k, \lambda) \frac{dn(\omega, T)}{dT}$$  

(3-18)

**Computational Tool**

Several computational software tools are used for the study. For the part of calculation the effects of dislocations on UO$_2$ thermal transport and phonon wave packet dynamics on Si/SiO$_2$ interface, our in-house molecular dynamics package is used. Modifications were made in order to include the extended Stillinger-Weber potential. For the phonon wave packet dynamics on UO$_2$ grain boundaries, the GULP [33, 34] program is to obtain the phonon data, while the MD simulations are performed with LAMMPS [39]. A series of programs have been written as interface between GULP and LAMMPS to automatically handle the data flow, as well as for generating initial displacement and normal mode analysis. The MATLAB® [40] software is used to solve the lattice dynamics model. In addition, AtomEye [41] and CrystalMaker [13] are used for visualization purpose for the atomic simulations.
Table 3-1 Parameters for Busker potential.

<table>
<thead>
<tr>
<th></th>
<th>[eV]</th>
<th>[Å]</th>
<th>[eV Å$^6$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{UU}$</td>
<td>0</td>
<td>$\rho_{UU}$</td>
<td>0</td>
</tr>
<tr>
<td>$A_{VO}$</td>
<td>1761.775</td>
<td>$\rho_{VO}$</td>
<td>0.35643</td>
</tr>
<tr>
<td>$A_{OO}$</td>
<td>9547.96</td>
<td>$\rho_{OO}$</td>
<td>0.2192</td>
</tr>
</tbody>
</table>

Table 3-2 Parameters of extended SW potential from Ref. [11]

<p>| | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{SSI}$</td>
<td>7.049556277</td>
<td>$B_{SSI}$</td>
<td>0.6022245584</td>
<td>$p_{SSI}$</td>
<td>4</td>
<td>$q_{SSI}$</td>
</tr>
<tr>
<td>$A_{SO}$</td>
<td>115.364065913</td>
<td>$B_{SO}$</td>
<td>0.9094442793</td>
<td>$p_{SO}$</td>
<td>2.58759</td>
<td>$q_{SO}$</td>
</tr>
<tr>
<td>$A_{OO}$</td>
<td>-12.292427744</td>
<td>$B_{OO}$</td>
<td>0</td>
<td>$p_{OO}$</td>
<td>0</td>
<td>$q_{OO}$</td>
</tr>
<tr>
<td>$a_{SSI}$</td>
<td>1.8</td>
<td>$a_{SO}$</td>
<td>1.4</td>
<td>$a_{OO}$</td>
<td>1.25</td>
<td>$m_1$</td>
</tr>
<tr>
<td>$m_2$</td>
<td>1.6</td>
<td>$m_3$</td>
<td>0.3654</td>
<td>$m_4$</td>
<td>0.1344</td>
<td>$m_5$</td>
</tr>
<tr>
<td>$R$</td>
<td>1.3</td>
<td>$D$</td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda_{SSI}$</td>
<td>16.404</td>
<td>$\gamma_{SSI}$</td>
<td>1.0473</td>
<td>$a_{SSI}$</td>
<td>1.8</td>
<td>$\cos \theta_{SSI}$</td>
</tr>
<tr>
<td>$\lambda_{SOS}$</td>
<td>2.9572</td>
<td>$\gamma_{SOS}$</td>
<td>0.71773</td>
<td>$a_{SOS}$</td>
<td>1.4</td>
<td>$\cos \theta_{SOS}$</td>
</tr>
<tr>
<td>$\lambda_{OSO}$</td>
<td>3.1892</td>
<td>$\gamma_{OSO}$</td>
<td>0.3220</td>
<td>$a_{OSO}$</td>
<td>1.65</td>
<td>$\cos \theta_{OSO}$</td>
</tr>
<tr>
<td>$\lambda_{SISO}$</td>
<td>10.667</td>
<td>$\gamma_{SISO}$</td>
<td>1.93973</td>
<td>$a_{SISO}$</td>
<td>1.9</td>
<td>$\cos \theta_{SISO}$</td>
</tr>
<tr>
<td>$\gamma_{SISO}$</td>
<td>0.25</td>
<td>$a_{SISO}$</td>
<td>1.4</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 3-1 Phonon dispersion relation of silicon along [001]. Solid lines are calculated from Stillinger-Weber potential from lattice dynamics using GULP[33]; dashed lines are reproduced from experiment [42].
Figure 3-2 Schematic of simulation box for calculating thermal conductivity using non-equilibrium molecular dynamics.

Figure 3-3 Illustration of a scattering event. The vertical axis is the atomic displacement along z axis; the horizontal axis indicates the z coordination of the structure.
Figure 3-4 First Brillouin Zone sampling points of a diamond lattice in $k_z=0$ plane. The area delineated by the blue lines is the irreducible region.
CHAPTER 4
EFFECTS OF EDGE DISLOCATIONS ON THERMAL TRANSPORT IN UO₂

Introduction

Dislocation Structure in UO₂

Both edge and screw type dislocations can be present in UO₂. As noted in Chapter 1, edge dislocation can typically be described as the insertion of an extra half plane of atoms. However, in the some ionic crystals, including UO₂, two extra half planes of atoms are required in order to maintain charge neutrality. In the fluorite structure, the primary slip systems are {100}<100> and {110}<110> [44]. Unlike the case in metals, where the Burgers vector is determined by minimizing the elastic energy, the criterion of choosing the <110> Burgers vector in UO₂ is essentially minimizing the electrostatic energy, since it is much larger than the elastic energy. [45]

Another feature of dislocations in UO₂, as well as some other ionic crystals, is the effective charge around the dislocation cores. By counting the bonding around the core ions [44], there are excess positive or negative charge on the {100}<110> configuration, while the {110}<110> configuration is uncharged. These three cases are illustrated in Figure 4-1. The screw dislocations on all slip planes are uncharged, as they only involve displacements along the dislocation line.

The most easily activated slip system depends on both temperature and stoichiometry. At low temperatures (less than 1000 K), it is reported that {100}<110> is the dominant slip system, while the {110}<110> dislocation becomes active as the

---

temperature increases into the regime present in fuel during service. [46] Thus, the \{110\}<110> edge dislocation system is the main focus of this work.

**Dislocation Evolution**

The evolution of dislocation structures during burn-up is well documented. In particular, Nogita and Une [47] examined dislocations in a UO$_2$ specimen in the peripheral region of fuel pellets, which had been irradiated for a wide range of burn-ups, from 6 to 83 GWd/t in an light water reactor (LWR). The TEM image [48] showed tangled dislocations and interstitial-type dislocation loops at a burn-up of 44 GWd/t (gigawatt-days/ton of heavy metal). Moreover, the density of dislocation increases with burn-up, as indicated in Figure 4-2. At 83 GWd/t. The dislocation density, N (in units of m/m$^3$), was characterized as having an exponential increase over the range of 6-44 GWd/t burn-up (Bu), characterized by the empirical relationship: [47]

$$\log N = 2.2 \times 10^{-2} Bu + 13.8 \quad (4-1)$$

Although the measured dislocation density at the burn-up of 83 GWd/t was almost the same as that at 44 GWd/t, this value was thought to be an underestimate, since the method [49] used for measuring dislocation density could not separate highly tangled dislocations. The extrapolated dislocation density at the 83 GWd/t burn-up is 4.2X10$^{15}$ m$^{-2}$ according to Eq.4-1. As also shown in Figure 4-2, the dislocation density/burn-up relationship has been successively modeled by the mechanistic MFPR (Module for Fission Product Release) code [50].

The FRAPCON fuel performance code [51] includes models for the thermal conductivity of the fuel rod. The functional form that considers the temperature and burnup for the thermal conductivity of UO$_2$ fuel pellets is given by: [52]
\[ \kappa = \frac{1}{(A + BT) + f(Bu) + \left[1 - 0.9 \exp(-0.04Bu)\right]g(Bu)h(T) + ET^{-2} \exp(-F/T)} \quad (4-2) \]

The functional forms of \( f(Bu) \), \( g(Bu) \) and \( h(T) \) are prescribed. The values of the parameters \( A, B, E, F \) and the parameters within \( f(Bu) \), \( g(Bu) \) and \( h(T) \) are determined from experimental data. Considering Eq.4-2 as containing two terms, the first term accounts for the phonon-mediated heat transport. The A+BT contribution accounts for the conductivity at the beginning of life (BOL), including the phonon-phonon scattering (The \( BT \) term) and the scattering of phonons from microstructure present at BOL (the \( A \) term). The \( f(Bu) \) term accounts for the fission products in the crystal matrix; the \( g(Bu) \) term accounts for the irradiation-induced defects, while \( h(T) \) accounts for the temperature dependence of annealing of irradiation defects. At the BOL the only contribution that is present is the \( (A + BT) \) term. The second term describes the phonon-electron contribution, which is only important at high temperatures (above Debye temperature); [6] this contribution cannot be characterized in MD simulations, and will not be considered further here.

**Theoretical Explanation of Dislocation’s Effects on Thermal Transport**

Klemens [53] provided a theoretical analysis of the effects of various defects on thermal conductivity arising from phonon-defect scattering. In this approach, at high temperature (above the Debye temperature) it is appropriate to add the relaxation rates of individual processes in an inverse manner. In particular, for phonon-phonon and phonon-dislocation scattering, the total relaxation rate can be written as
\[ \tau^{-1} = \tau_U^{-1} + \tau_D^{-1} \] (4-3)

where the subscript U and D indicates the phonon-phonon scattering and phonon-dislocation scattering, respectively; This is Matthiessen’s rule. [53] The contribution of the dislocations can be further separated into scattering from the dislocation core and scattering from the dislocation strain field. In Klemens formalism, the relaxation rates for the scattering due to Umklapp process, dislocation core, the strain field associated with screw dislocations, and the strain field associated with edge dislocations are given by [53, 54]

\[ \frac{1}{\tau_U} = 2 \gamma^2 \frac{k_B T}{\mu V_0} \frac{\omega^2}{\omega_D} \] (4-4)

\[ \frac{1}{\tau_{DC}} = \eta N_D \frac{V_0^{4/3}}{v_a^2} \omega^3 \] (4-5)

\[ \frac{1}{\tau_{DE}} = \frac{2}{3^{7/2}} \eta N_D b^2 \gamma^2 \omega \left\{ \frac{1}{2} + \frac{1}{24} \left( \frac{1-2\nu}{1-\nu} \right)^2 \left[ 1 + \sqrt{2} \left( \frac{v_T}{v_L} \right) \right]^2 \right\} \] (4-6)

\[ \frac{1}{\tau_{DS}} = \frac{2 \gamma^2}{3^{7/2}} \eta N_D b^2 \gamma^2 \omega \] (4-7)

where \( \eta \) is a factor indicating the orientation of temperature gradient with respect to the dislocation line (1 for perpendicular; 0 for parallel; 0.55 for random orientation), \( \gamma \) is the Grüneisen anharmonicity parameter, \( \omega \) is the angular frequency, \( \omega_D \) is the Debye frequency, \( \mu \) is the shear modulus, \( V_0 \) is the volume per atom, \( N_D \) is the dislocation density, \( v_a \), \( v_T \), \( v_L \) are the average, transverse and longitudinal velocities respectively, \( b \) is the magnitude of Burger’s vector and \( \nu \) is the Poisson ratio. The thermal
conductivity can then be determined by incorporating Eqs. 4-4~4-7 into Callaway’s formulation for the lattice conductivity [55, 56]

\[
\kappa = \left( \frac{k_B}{\hbar} \right)^2 \frac{k_B}{2\pi^2 v_s} T^3 \int_0^{\theta_D/T} \frac{\tau x^4 e^x}{(e^x - 1)^2} dx, \quad x = \frac{\hbar \omega}{k_B T}
\]

Here \( \hbar \) is the Planck constant and \( \theta_D \) is the Debye temperature. The resulting contributions to the thermal conductivity have distinctive temperature dependences. In particular, the Umklapp processes yield \( T^3 \) dependence at low temperatures, reflecting the well-known temperature dependence of the specific heat in the quantum regime [53]. At high temperatures, this yields \( T^{-1} \) dependence, reflecting the dominant effect of phonon-phonon scattering; this is captured in the BT term in Eq. 4-2. All in-reactor conditions correspond to this high-temperature regime. The analyses of both the core and strain fields of dislocations lead to contributions to the phonon scattering rate that are independent of temperature. [53] These contributions can be related back to the A term in Eq. 4-2.

**Simulation Setup**

The setup for the thermal transport simulations is a conventional 3-D periodic rectangular cylinder with dimensions \( L_x \times L_y \times L_z \) and heat inflow and outflow similar in Figure 3-2. The dislocations are the only defects in the simulation cell and their cores are located half-way between heat source and sink. The use of a periodic system imposes constraints on the structure that need to be considered. In particular, the dislocations are created in dipole pairs such that the total Burgers vector around the entire simulation cell is zero. One edge of the simulation cell is parallel to the dislocation line and the size of the cell in this direction (\( L_y \)) does not affect parameters of the
simulations, such as dislocation density. Consequently, $L_y$ is set to be about 2.2 nm, which is the minimum required by the potential cutoff. This relatively small size essentially forces the dislocations to remain straight.

The size of the simulation box in the two other directions ($L_x$ an $L_z$) can be used to control the dislocation density. However, there is a significant size effect on thermal conductivity associated with the length of the cell $L_z$ along the temperature gradient direction. [57] Consequently, $L_z$ is set to about 155 nm and is kept the same for all structures. There is no such effect associated with the cross-sectional area of the simulation box [57]; This has also been verified in the system presented. For example, at 1600 K, by doubling $L_x$ and considering a dislocation free crystal, the thermal conductivity changes from 5.11 to 5.15 $\text{Wm}^{-1}\text{K}^{-1}$ (before the anharmonic correction, see below). Therefore, the size of the system along the $x$-axis is used to set the dislocation density. Ideally, this density would be set to correspond to the specific burn-up. However, this would make the simulation cell larger than is computationally practical. As a result the lowest dislocation densities considered are twice as large as the largest densities observed experimentally at high burnup.

**Dependence of Thermal Conductivity on Temperature and Dislocation Density**

To determine the temperature dependence of the contribution of the dislocation to the thermal conductivity, the thermal conductivities of both a model containing dislocations and a defect-free single crystal are calculated for comparison. In Figure 4-3, the temperature dependence of the thermal conductivities of the two systems as shown from 800 to 1800 K. It can be clearly seen that the presence of the dislocations results in a decrease in the thermal conductivity. To see this decrease more clearly, the thermal conductivity differences are shown in Figure 4-4(a), from which the magnitude
of the reduction decreases with increasing temperature can be identified. To quantitatively extract the impact of dislocations on thermal conductivity, the elementary kinetic theory for the phonon gas and Matthiessen’s rule are applied, Eq.4-3. Since the thermal conductivity is proportional to the relaxation time, and the relaxation times add inversely as shown in Eq.4-3, the temperature dependence can be determined from the difference in the inverse thermal conductivities (the thermal resistivities) of the systems with and without dislocations. This decrease in inverse conductivity is given in Figure 4-4(b), from which it can clearly be seen that the effect of the presence of the dislocations is independent of temperature. The error bars are larger at high temperature, due to the larger temperature fluctuations at high temperatures. This temperature independence is consistent with Klemens’ predictions [53].

To quantitatively analyze the effects of dislocation density, three structures with dislocation densities of 0.83×10^{16}, 1.10×10^{16} and 1.68×10^{16} m^{-2} were built; their thermal conductivities at different temperatures are shown in Figure 4-5. The lowest of these densities corresponds to a dislocation density about twice that of a pellet at high burn-up. As shown in Figure 4-6, the resistivity shows a good linear relationship with the density of dislocation, with similar trends at all temperatures. Recalling the previous discussion on the reduction of resistivity (Figure 4-4) with Matthiessen’s rule, the total resistivity consists of a temperature-dependent intrinsic contribution and a temperature-independent dislocation contribution (Eq.4-3). The fact that all of the line fits are parallel to each other (again shows that the effect of dislocations on thermal conductivity is temperature independent, which is in consistent with Klemens’ predictions, even at these high dislocation densities. By averaging the fits to the slopes of the fitting, it is
possible to obtain the thermal resistivity ($R_D$) per unit density ($d$) of dislocation to be $R_D = 3.9 \times 10^{-18} \text{ W}^{-1}\text{m}^{-3}\text{K}$. This term is formed in analogous to the Kapitza resistance, where the Kapitza resistance [58] measures the interface’s resistance to heat flow per unit area. Here, to formally define this contribution, the term “effective thermal conductivity” is employed to describe the effect of dislocations,

$$\kappa_E = \frac{\kappa_0}{1 + R_D \cdot d \cdot \kappa_0}$$

(4-9)

where $\kappa_0$ is the thermal conductivity of the same structure without dislocation.

**Comparison of Various Dislocation Systems**

In addition to the $\{110\}<110>$ dislocation, the UO$_2$ thermal conductivity with a set of $\{100\}<110>$ edge dislocations is determined. Figure 4-7 compares of the thermal conductivity of this structure with the equivalent structure of the $\{110\}<110>$ dislocation. With similar dislocation densities ($1.69 \times 10^{16}$ and $1.68 \times 10^{16}$ m$^{-2}$), they show a comparable reduction in thermal conductivity. This is consistent with Klemens theory in that the major contribution of a dislocation to decreasing the thermal conductivity comes from the phonon scattering on the strain field rather than the scattering on dislocation core, which is similar to the scattering on point impurities due to the mass difference. [54] Since both dislocation structures have two half lattice planes missing (or inserting) perpendicular to their slip direction (110) and both structures have similar system size, their strain fields should also be similar.

**Theoretical Model and Fuel Performance Code**

The function of fuel performance codes is to predict the evolution of a fuel pellet during burn-up. Therefore, in this section, the results from the MD simulations of dislocation effects are used to parameterize the thermal conductivity-temperature...
formula used in FRAPCON code. In so doing, the formula describing the temperature dependence of the thermal conductivity is parameterized. Of course, burn-up has multiple effects on the microstructure, each of which in turn has an effect on the thermal conductivity. The objective here is merely to demonstrate that data obtained from simulation can be passed up to a fuel-performance code, not to provide realistic parameters to the code itself. Further, this fitted model is compared to the numerical solution of Klemens-Callaway’s formula (Eq.4-8).

The incorporation of MD results for single-crystal thermal conductivity and thermal expansion into the FRAPCON code has previously been examined by Vega et al. [59] The MD simulation results of temperature-dependent thermal conductivity of various sets of dislocation density models are fit to (4-10, which is the simplified formula of Eq.4-2. Specifically, the terms whose effects are not taken into consideration of the dislocation model are omitted, including the fission products effects \( f(Bu) \), defects annealing \( h(T) \) and electronic contribution. By relating the dislocation with burnup using the empirical relation in Eq.4-1 and in the spirit of the thermal conductivity functional in FRAPCON code, there is,

\[
\kappa_E = \frac{1}{A + BT + C \left( \log(d) - 13.8 \right)^D}, \quad d > 10^{13.8}
\]  

(4-10)

As discussed above, the \( (A+BT) \) is the contribution of lattice thermal conductivity of pristine fuel [59], whose structure contains many microstructural elements whose effects are included in \( A \). Consequently, parameters \( A \) and \( B \) are fitted from the thermal conductivity data of a perfect structure, and with the fitted \( A \) and \( B \), the function (Eq.4-9) can be further fitted with the thermal conductivity of all dislocation structures. The
The general trend of the dislocation density dependence, as well as the temperature independence of the effects is in agreement with Klemens' prediction; but with an overall smaller effect. Overall, there is a 10-20% decrease in thermal conductivity due to the presence of dislocations for the high densities used in the study. However, it is noted that the smallest dislocation density in the simulation is roughly twice larger than the saturated dislocation concentration in nuclear reactors. Although simulations at lower densities would be desirable, the linearity of the resistivity over the narrow range of densities simulated here is consistent with the Klemens' prediction. By taking this into account, it seems that dislocations alone do not have a significant impact on thermal conductivity; in fact, according to the fitting model, there should be less than a 5% reduction in thermal conductivity at the saturated dislocation density. However,
possible effects of point-defect segregation to dislocations on thermal transport have not been considered here. This work also shows that by incorporating the MD results into the thermal conductivity functional used in FRAPCON fuel performance code, a general formula for estimating the effects of dislocations on thermal conductivity in a larger scale can be developed.
Table 4-1 Fitting results for different dislocation density models compared to FRAPCON

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>A (mKW⁻¹)</td>
<td>0.08076</td>
</tr>
<tr>
<td>B (mW⁻¹)</td>
<td>1.839X10⁻⁴</td>
</tr>
<tr>
<td>C (mKW⁻¹)</td>
<td>3.659X10⁻⁴</td>
</tr>
<tr>
<td>D</td>
<td>5.671</td>
</tr>
<tr>
<td>Goodness R²</td>
<td>0.9767</td>
</tr>
</tbody>
</table>

Table 4-2 Parameters used for Klemens’ model

| C₁₁ (GPa) | 526 | a (nm) | 5.481 |
| C₁₂ (GPa) | 118 | θ_D (K) | 500   |
| C₄₄ (GPa) | 118 | γ      | 1.55  |

Figure 4-1 Three cases for dislocation core structures. (The spacing is exaggerated to illustrate the atomic stacking; translucent atoms indicates lattice plane below.)
Figure 4-2 Increase in dislocation density with burnup (squares) and fits from the MFPR code. Reproduced from [50].

Figure 4-3 Anharmonic correction of MD results. Filled markers take into account the anharmonic correction.
Figure 4-4 Change of thermal conductivity between $d=0$ and $d=1.68 \times 10^{16}$ m$^{-2}$. 
Figure 4-5 Temperature dependence of thermal conductivity of different dislocation density structures. Lines indicate fits of the MD data to Eq. 4-9.
Figure 4-6 Dislocation dependence of resistivity at various temperatures. Solid lines are the linear fits.
Figure 4-7 Comparison of the thermal conductivity of \{110\}<110> and \{100\}<110> dislocation structure (d=1.68\times10^{16} \text{ m}^2).
Figure 4-8 Comparison of dependence of thermal conductivity on dislocation density on with the Klemens-Callaway model (denoted Klemens) and by fitting the MD data to the FRPACON model (denoted Fitting).
Figure 4-9  Comparison of temperature dependence of thermal conductivity of Klemens-Callaway model and fitting to the FRAPCON model for a dislocation density of $d=1.68\times10^{16}$ m$^{-2}$.
CHAPTER 5
KAPITZA RESISTANCE OF Si/SiO\textsubscript{2} INTERFACE\textsuperscript{2}

Silicon is a widely used semi-conducting material, and silicon oxide is a very good dielectric material which is usually used as substrates or protective layer in combination with silicon. For example, in the silicon on insulator (SOI) technology in microelectronics, the SOI wafer structure is can be made up of a thin layer of SiO\textsubscript{2} used as dielectrics, separating single crystalline Si from current leakage as well as improving performance. [8] These Si/SiO\textsubscript{2} interfaces can act as obstacles for heat flow in microelectronics, where a huge amount of heat is generated in very limited spaces. Therefore, it’s very important to understand the thermal resistance at the interface.

Introduction

There are several experimental studies of the Kapitza resistance of Si/SiO\textsubscript{2} interface. Lee and Cahill [61] measured the interfacial thermal resistance using the 3ω method. They measured the thermal conductivity at various SiO\textsubscript{2} layer thickness and determined the Kapitza resistance to be $2 \times 10^{-8} \text{m}^2\text{K}^{-1}\text{W}^{-1}$ by attributing the drop of SiO\textsubscript{2} thermal conductivity entirely to the interface. Kato and Hatta [62] also measured the Kapitza resistance between a silicon substrate and a thermally oxidized SiO\textsubscript{2} film to be $4.5 \times 10^{-9} \text{m}^2\text{K}^{-1}\text{W}^{-1}$ but with a large scattering of data ($9 \times 10^{-9} \text{m}^2\text{K}^{-1}\text{W}^{-1}$). Hurley et.al [63] have measured the Kapitza resistance at a Si/SiO\textsubscript{2} interface experimentally. Their intension was to produce a twist $\Sigma 29$ grain boundary, but ended up with a defect region (4.5 nm). The defect region was characterized as a silicon oxide, which they believe to

\begin{itemize}
  \item [1] This chapter is based on Ref. 60.
\end{itemize}

be SiO\textsubscript{2} since the specimen was annealed at 1000 °C. They determined the Kapitza resistance to be 2.3 \times 10^{-9} \text{m}^2\text{KW}^{-1}.

There have been previous molecular dynamics (MD) simulations of the Kapitza resistance of Si/SiO\textsubscript{2} interfaces. Mahajan et al. [64] estimated the Kapitza resistance to be \( G_K \sim 0.5 \times 10^{-9} \text{Km}^2\text{W}^{-1} \) using an extended Stillinger-Weber potential. Lampin et al. [65] calculated the Si/SiO\textsubscript{2} boundary resistance to be 0.4\times10^{-9} \text{Km}^2\text{W}^{-1} at 500 K with the Tersoff potential [66]. They also found that this boundary resistance is large enough to change the thermal properties in the case of ultra-thin buried oxide layers. Chen et al. [67] focused on how the strength of the coupling across the interface affects the Si/SiO\textsubscript{2} interface resistance using non-equilibrium molecular dynamics (NEMD). They found that in the weak interfacial coupling limit, the boundary resistance is sensitive to the details of the interfacial structure; in the strong coupling limit the boundary resistance is not sensitive to the details of the interface structure. In this strong coupling limit, the Si/SiO\textsubscript{2} boundary resistance was found to be 0.9\times10^{-9} \text{Km}^2\text{W}^{-1}.

Thus while these three theoretical analysis give consistent values of \( G_K \sim 0.4 – 0.9 \times 10^{-9} \text{Km}^2\text{W}^{-1} \), they do not provide any insights as to which phonon branches and wavelengths are involved. To provide such insights, in this study the scatterings of phonons at the Si/SiO\textsubscript{2} interface are characterized using the phonon wave-packet dynamics (PWD) technique. This approach has been extensively used in the study of phonon scatterings in various silicon microstructures. [24, 37, 68] While most of the previous studies focused on the role of intrinsic and extrinsic defects in silicon, [24, 37, 68] here the concentration is on a detailed description of the phonon scattering at the Si/SiO\textsubscript{2} interface.
Simulation Setup

To investigate the thermal transport at the Si/SiO$_2$ interface, the simulation structure is set up in a manner analogous to the experiment structure of Hurley et al [63], where a thin layer of SiO$_2$ film is sandwiched between two blocks of Si crystal. Here, the two Si crystals have the same crystallographic orientation. This differs from the experimental situation of Hurley et al. in which the two Si crystals form a twist grain boundary. However, due to the presence of the SiO$_2$ layer, the presence or absence of a misorientation between the two Si crystals does not significantly affect phonon dynamics; moreover, the structure allows smaller cross sections to be used, which has a significantly lower computational load. The simulation setups for the wave-packet dynamics and NEMD simulations are sketched in Figure 5-1. Note that the silicon crystals are extremely long in the structure used for wave-packet dynamics so that the transmitted and reflected wave packets can be fully analyzed. To build the sandwich structure, the blocks of crystalline Si are fully quenched to very low forces and stresses; the lattice constant in the cross-sectional directions during annealing is fixed to its bulk value. Because periodic boundary conditions are applied, the SiO$_2$ is prepared initially as β-cristobalite and strained (about 1%) in order to fit the Si lattices in the (001) plane. The entire system is then annealed at 2000K to enable bonding at the interfaces. The entire structure is further quenched so all of the forces are very small, less than $10^{-7}$ eV/Å per atom. This eliminates any excess structural energy that could affect the phonon scattering simulations. The structure used for PWD simulations has 4X4 silicon unit cells in the (001) cross-sectional plane, and is about 1600 nm long. Various thicknesses of the SiO$_2$ layer, from 0.8 to 24 nm are used. The same approach is
applied in preparing the structure used for the NEMD simulations, only with much shorter Si blocks (about 50 nm).

**Energy Transmission**

The study starts with the sandwich structure which has very thin layer of SiO$_2$ (0.8nm in thickness). To develop an understanding of phonon mediated interfacial resistance using the PWD method, simulations with various incident phonon wave-packets for all six branches, one longitudinal acoustic (LA) mode, two transverse acoustic (TA) modes, one longitudinal optical (LO) mode and two transverse optical (LO) modes, are performed. Figure 5-2 shows how the energy transmission coefficients of LA and LO phonons for all available $k_{xy}$ components change as the phonon frequency increases.

It is noted from Figure 5-2 that there is no qualitative change in the transmission coefficient of the LO modes compared to the LA modes; that is, the transmission coefficient is largely just a function of the frequency regardless of the phonon symmetry. Moreover, it can also be seen that the transmission coefficient is not strongly sensitive to the phonon branch. This conclusion is reinforced in Figure 5-3, which shows the energy transmission coefficients of only the $k_{00}$ phonons for all four non-degenerate phonon branches.

Klemens [53] has determined the frequency dependence of phonon scattering probability for various defects structures using perturbation theory. Within this approach the probability is a power function of the phonon frequency, with the values of the exponent determined by the defect. Thus the reflection coefficient to frequency is fit to a power equation, as following,
\[ R(\omega) = a\omega^b \]  

(5-1)

where \( R \) is the coefficient of reflection, \( \omega \) is the phonon frequency, and \( a \) and \( b \) are coefficients to fit. As shown in Figure 5-3, there is a reasonable good fit with \( a=0.225 \) and \( b=0.515 \). Klemens' theory [53] predicts \( b=0 \) for the ideal grain boundary and \( b=4 \) for point defects. Thus \( b=0.515 \) indicates a stronger scattering than an ideal grain boundary, which is attributed to the disorder in the SiO\(_2\) layer.

The SiO\(_2\) layer thickness is also varied to determine the energy transmission coefficients. The energy transmission is further decreased with increased thickness of the SiO\(_2\) layer: as shown in Figure 5-4, there is a uniform decrease in energy transmission as the SiO\(_2\) layer becomes thicker (\( l_{\text{SiO2}}=0.8 \) nm to \( l_{\text{SiO2}}=10.9 \) nm). The effect of thickness in the next section.

**Phonon Scatterings at Interface**

The phonon packet launched at the SiO\(_2\) region consists of vibrational modes of the Si lattice. Thus scattering can only take place at the Si/SiO\(_2\) interface and in the SiO\(_2\) block which has different vibrational properties. Consequently, when the wave packet frequency is low, i.e., its wavelength is larger than the space dimensions of most defects, the phonon can easily travel through the SiO\(_2\) region with very little reflection. A simple calculation shows that a wavelength equal to the SiO\(_2\) layer thickness of 0.8nm corresponds to a frequency of \( \sim 10 \) THz. When the wavevector approaches the \( \Gamma \) point (the first point of \( k_{00} \) line in Figure 5-2), the transmission coefficient approaches unity; for these long wavelengths, the relatively narrow SiO\(_2\) regions do not present a significant obstacle to the phonon waves. However, as the incident phonon frequency increases, its wavelength becomes more and more comparable with the dimensions of the
defected region, yielding more intense phonon scatterings. This can be seen in Figure 5-5, which shows how the transmitted phonon energy of initially pure \(k_0\) phonons scatters into various \(k_{xy}\) points. As can be seen, as the incident frequency increases, the transmitted energy distribution in \(k_{xy}\) is more widely spread. For instance, in the \(f=8\) THz case, the dominant energy share in \(k_0\) is no longer to be seen. To better quantify this dispersion statistically, the term “weighted wavevector deviation \((d_k)\)” is introduced and is defined in Eq.5-2,

\[
d_k = \sqrt{\frac{\sum_n |k_n - k_0|^2 E_n}{\sum_n E_n}}
\]  

(5-2)

where \(k_0\) is the peak of the incident phonon wavevector, \(k_n\) and \(E_n\) are the transmitted/reflected phonon wavevector and associated energy respectively, and the summation is over all the available phonon wavevector for the transmission or reflection phonons. \(d_k\) essentially measures how much the average phonon momentum deviates from its initial value. The larger the deviation, the less character of the initial phonon features is preserved. \(d_k\) is plotted as a function of incident phonon frequency in Figure 5-6. The figure shows the LA transmission and reflection data for \(1_{SiO_2}=0.8\) nm structure. Clearly, scattering increases with increasing frequency causing that scattered phonons to lose forward momentum. The rest of the momentum is scattered to the non-normal directions as shown in Figure 5-5. There is also less energy transmitted as the phonons lose forward momentum, and more energy is reflected back. As a consequence there is a decrease in energy transmission with increasing frequency.
In addition to scattering into different directions, the phonon mode is also able to k conversion after the scattering at the interface. Figure 5-7 shows the phonon wave packet energy partition into various phonon modes as a function of incident LA phonon energies. The pink dotted lines indicate the initially pure LA phonon wave packet energy distribution for various incident phonon frequencies. The blue lines and red lines are the energy distributions of LA and TA modes, with dashed lines indicating reflection and solid lines indicating transmission. It can be directly seen that the energy shift (peak shift between blue and red) and mode conversion (phonon modes other than blue) as the incident phonon frequency increases; the LA-TA conversion cannot take place at high frequency as there are no TA modes available as can be seen in the dispersion curve in Figure 3-1. It is interesting that the LA modes still maintain their original frequency, but the frequency of the converted TA modes gradually shifts away from the incident phonon frequency indicating more intense scattering events. Such phonon mode conversion is known to take place when phonons interact with interfaces, [69, 70] a result of anharmonic phonon scattering at the interface. [71] This indicates that as phonon frequency increases (in the region that TA modes are still available), phonon mode conversion also increases, thereby increasing the energy transmission coefficient. Thus, this provides evidence that anharmonic scatterings open up additional channels for phonon transmission thus reducing interfacial thermal resistance at high frequencies[72, 73].
Calculating Kapitza Resistance

The energy transmission coefficients for individual modes alone are not sufficient to enable the Kapitza resistance to be determined. The Kapitza resistance is therefore calculated using Eq.5-3, which has been introduced in Chapter 3.

\[
\sigma = \frac{1}{(2\pi)^2} \sum_k \sum_\lambda W(k) h\omega(k, \lambda) v_c(k, \lambda) \alpha(k, \lambda) \frac{dn(\omega, T)}{dT}
\]  

(5-3)

The factor W(k) in Eq.5-3 is the volume weighting factor of the First Brillouin Zone. Since the mesh grid used in the k_{xy} plane is equally spaced, the factor can be rewritten as \( W(k) = W_{xy}(\Delta k_x, \Delta k_y) W_z(\Delta k_z) \). By first summing up the W_z only, the relative contribution to the conductance at each (k_x, k_y) is obtained, as shown in Figure 5-8.

Clearly, as k_x or k_y increases, under the same frequency, their relative conductance drops rapidly because the k_z component of the wave vector decreases. Although Figure 5-2 shows that all non-perpendicular incident phonons have similar energy transmission coefficients, their contributions to the conductance can be different due to their different phonon group velocities and available k_z dimension in the First Brillouin Zone.

As discussed above, the system presented consists of two Si/SiO_2 interfaces and the slightly strained \( \beta \)-cristobalite SiO_2 bulk. The total resistance (1/\( \sigma_T \)) of the system can be written as [65]

\[
\frac{1}{\sigma_T} = \frac{2}{\sigma_K} + \frac{l_{SiO_2}}{k_{SiO_2}}
\]  

(5-4)

where 1/\( \sigma_T \) is the total thermal resistance from simulation, 1/\( \sigma_K \) is the Kapitza resistance of Si/SiO_2 interface, the factor of 2 indicates the two interfaces, 1/\( k_{SiO_2} \) is the thermal resistivity of SiO_2 and \( l_{SiO_2} \) is the length of the silica layer. The pure Kapitza resistance of Si/SiO_2 is then determined in two steps. First, by varying the silica layer thickness \( l_{SiO_2} \)
and the total resistance is calculated at each $l_{SiO_2}$ value. Subsequently, a linear extrapolation is performed according to Eq.5-4, at $l_{SiO_2} = 0$ the Kapitza resistance of the individual interface is obtained. The calculation of the first step is carried out using both NEMD and PWD methods. For the PWD method, the full First Brillouin Zone sampling is only performed for the $l_{SiO_2} = 0.8$ nm and $l_{SiO_2} = 2.2$ nm structure. However, the relative contribution to the total resistance from $k_{00}$ of both structures are calculated and confirmed to be almost the same. Therefore, for the other thicknesses of SiO$_2$ layer, only the $k_{00}$ direction is sampled and the results are scaled with the same contribution obtained from $l_{SiO_2} = 0.8$ nm $k_{00}$ data. This is justified by the dominant contribution a $k_{00}$ to the total conductance as shown in Figure 5-8. The NEMD simulation is performed at 300 K, and by utilizing the Bose-Einstein phonon distribution function (Eq.3-17), the Kapitza resistance at 300 K can be calculated using the PWD method. Figure 5-9 shows the thermal conductivity as a function of thickness of the SiO$_2$ layer as determined from the NEMD and PWD methods. The Si/SiO$_2$ Kapitza resistance, determined from the intercepts, is $1.48(\pm 0.46) \times 10^{-9}$ m$^2$ K/W from NEMD and is $1.37(\pm 0.42) \times 10^{-9}$ m$^2$K/W from PWD. The good agreement of the results from PWD and NEMD methods suggests that they have captured the same physics of the interfacial thermal phonon scattering, discussed in the previous section. The relatively large error bars here are due to the linear regression since only a small number of data points are taken into account. The power-law fit in the previous section is used to calculate the Kapitza resistance. The transmission coefficient at any wavevector in the first Brillouin zone is determined by its corresponding frequency, following Eq.5-1. Therefore, by integrating all modes contributions, it gives the Kapitza resistance as $1.83(\pm 0.09) \times 10^{-9}$
m²KW⁻¹. Although the value is not exactly the same from the atomistic method, it does provide a more convenient way to estimate the Kapitza resistance.

Comparing with the multi-magnitude measurements from experiments[65], the results here are of the same magnitude. In particular, the atomistic model used in the work has a one-to-one correspondence with the experiment settings, thus the comparison is more reliable.

In addition to the overall value, the PWD also provides a mode-by-mode contribution to the thermal conductivity. Using Fourier analysis, the mode-wise contribution to Kapitza conductance is shown in Figure 5-10. The acoustic modes contribute 88% to the total Kapitza conductance, while the optical modes contribute only 12%. This agrees with the conventional understanding that the acoustic phonons are the main heat carriers in silicon. [74]

Conclusion

In this work, the Kapitza resistance at a Si/SiO₂/Si sandwich structure is investigated by PWD and NEMD approaches. These methods provide similar values for the Si/SiO₂ Kapitza resistance; this value is also consistent with the experimental results and previous simulations. It has demonstrated that the PWD approach provides far more detailed information about thermal transport through the interface. In particular, for the system considered here, the acoustic phonons are found to be the main contributor to the conductance through the interface. The phonon anharmonic scattering provides additional channels for phonon transport. The phonon energy transmission at the interface is also analyzed using PWD. Frequency dependence of the reflection coefficient was found to be stronger (f~ω⁰.⁵) than predicted by Klemens' theory for the ideal planar defect (~ω⁰). This is associated with the disordered nature of the studied
interface. The fact that transmission coefficient is fitted very well by a power law can be used in the mesoscale models of the phonon transport [75]. However, it is noted that, as a classical simulation, the potential used will have an effect on the final values.
Figure 5-1 Simulation setup for A. Wave-packet dynamics simulation; B. Non-equilibrium molecular dynamics simulation. The numbers in the figure indicate the length of each block and are in the unit of nm.

Figure 5-2 Transmission coefficients for LA and LO branches as a function of incident phonon frequency. Points on the left of the dashed line belong to the LA branch while those on the right belong to LO branch. Lines are guides to an eye.
Figure 5-3 Transmission coefficients for all modes along $k_{00}$ direction for $l_{\text{SiO}_2}=0.8$ nm structure. The dashed line is the fit discussed in the text.

Figure 5-4 LA incident phonon transmission for $l_{\text{SiO}_2}=0.8$ nm (squares) and $l_{\text{SiO}_2}=10.9$ nm (circles).
Relative transmitted energy as a function of $k_x$ and $k_y$ for four different incident phonon frequencies. All shown are for $k_{00}$ LA incident phonon on $\mathrm{SiO}_2=0.8$ nm. Note that the scales are different in each figure and all $k_x$ and $k_y$ have the unit of $2\pi/a_0$.

Wavevector deviation as a function of incident phonon frequency for transmission and reflection phonons.

Figure 5-5

Figure 5-6
Figure 5-7 Frequency distribution of wave packets for $l_{SiO_2}=0.8$ nm structure. All incident phonons are in pure $k_{00}$ LA modes. All energies shown are relative and scaled to the same incident energy.
Figure 5-8 Contribution to the thermal conductivity as a function of $k_x$ and $k_y$, with summation of all $k_z$ contribution. Data are fit by interpolation and line integration at each $(k_x, k_y)$. The region inside the white triangle indicates the region of the calculation, while the rest is plotted by exploiting the symmetry of the first Brillouin Zone.
Figure 5-9 Extracting the Kapitza resistance of the Si/SiO\textsubscript{2} interface at 300 K. The extrapolated values at $l_{\text{SiO}2}=0$ are $2.96\times10^{-9}$ and $2.74\times10^{-9}$ m\textsuperscript{2}K/W for NEMD and PWD respectively, which are twice the Kapitza resistance obtained from Eq.3-14.
Figure 5-10 Contribution to Kapitza conductance by mode for $l_{SiO2}=0.8$ nm. Both TA and TO include the contribution of two transverse modes. The mode-wise contribution is almost the same for $l_{SiO2}=2.2$ nm structure.
CHAPTER 6
THERMAL TRANSPORT AT A TWIST GRAIN BOUNDARY IN UO$_2$

In this chapter, the phonon wave packet dynamics method introduced in Chapter 3 is used to study the phonon transmission at a UO$_2$ twist grain boundary. As mentioned earlier, grain boundaries, as planar defects in crystal structures, act as obstacles to thermal transport as they break the periodicity of the crystal in the direction perpendicular to the boundaries.

Introduction

On the experimental side, understanding the Kapitza resistance of a grain boundary remains challenging, because it’s difficult to separate contributions from various microstructural elements; thus more comprehensive understanding of phonon transmission through grain boundary is needed[2, 76]. Consequently, most experiments calculate the a representative value for the Kapitza resistance of an ensemble of grain boundaries by averaging the effects from the thermal conductivity of a polycrystalline material [76]. However, by utilizing atomistic simulation methods, the effect of individual grain boundaries on phonon transport can be dissected.

A twist grain boundary, as its name suggests, consists a rotation of two grains about an axis that is perpendicular to the grain boundary. An idealization of the formation of a grain boundary is illustrated in Figure 6-1. First, the crystal is cut into two grains, and then one grain is rotated by an angle with respect to the other; the two grains are then stuck back together. In reality, the rotation angle can be any value. However, in order to apply periodic boundary condition and have a computationally accessible system size, GB simulations are generally limited to boundaries which have a finite number of lattice sites from the two grains that coincide, resulting in a finite unit
cross-sectional area. Such structures are known as coincident site lattice (CSL) GBs [77]. The CSL concept is solely based on the geometry of the lattice, with the rotation angles limited to those that are able to bring two sites into coincidence, no matter how the atomic positions are configured.

The rotation angle can be determined based on the lattice geometry. As shown in Figure 6-2, the grey grid refers to a layer of a cubic lattice, with each small square being a unit cell. The dashed blue and red square represent the two grains, and after the rotation indicates by the arrows, the periodic cell of the grain boundary is obtained as shown in the figure on the right. The four vertices of the new unit cell are the coincident sites, and by taking the periodic condition into account, the new cell has one coincidence site. The rotation angle $\theta$ can always be determined in by the following equation:

$$\theta = \theta' = 2 \tan^{-1} \left( \frac{y}{x} \right)$$

where $\theta'$, x and y are the values shown in Figure 6-2. For this particular example, the new cross-sectional area is 17 times of the original cell, and consequently, this is a $\Sigma 17$ twist grain boundary. Here, the $\Sigma$ value denotes the ratio of the volume of the CSL cell to the original cell and it can be determined by the square sum of x and y. If $x^2+y^2$ is an odd number, then $\Sigma = x^2+y^2$; while if the sum is an even number, then $\Sigma = (x^2+y^2)/2$, for 2 coincident sites can be found in the new cell.

In this work, the $\Sigma 5$ twist grain boundary, with a rotation angle of 36.86° is chosen as the main focus. $\Sigma 17$ twist grain is also studied as a comparison. The rotation angle for $\Sigma 17$ is 28.07°. And both two structure has similar size in the cross-sectional plane, being 24.46 Å X 24.46 Å ($\Sigma 5$) and 22.54 Å X 22.54 Å ($\Sigma 17$) after relaxation. Such small
Σ grain boundaries are found to be abundant in UO$_2$ [78], as shown in Figure 6-3; moreover, the small cross-sectional area makes the computations quite rapid. Also, due to the four fold rotation axis along (001) for UO$_2$ (space group 225, see Chapter 2), the rotation angles are limited below 45°, since rotating θ beyond 45° towards one direction is equivalent to rotating 90-θ towards the orthogonal direction.

**Kapitza Resistance by NEMD Method**

The direct method [36] is used to calculate the Kapitza resistance due to the twist grain boundary. The simulation settings are similar to those used in Chapter 4, but with grain boundaries residing in place of dislocations, as indicated by the upper figure in Figure 6-4. The two grain boundaries (required by periodic boundary condition along L$_z$) are located at 1/4 L$_z$ and 3/4 L$_z$, and the two thin layer at the edge and center of L$_z$ act as the heat source and sink, thus creating the thermal current desired. The whole simulation box is divided into 64 equally thick sampling regions, each region contains more than 200 atoms. The temperature profile is an average of the temperature in each region over 100 ns.

The Kapitza resistances at Σ5 and Σ17 twist grain boundaries are calculated at temperatures of 400, 800, 1200 and 1600 K, as shown in Figure 6-5. Over the entire temperature range, the Σ5 twist grain boundary has higher thermal resistance than Σ17. This may due to the fact that Σ5 has a larger rotation angle, resulting in a larger lattice mismatch. [55] Also, a temperature dependence of the Kapitza resistance is observed, with the resistance dropping as temperature increases. This trend is opposite that of the bulk thermal conductivity of UO$_2$ in Chapter 4 (Figure 4-3). This suggests that, anharmonicity, to at least some degree, facilitates thermal transport at the grain boundary. Moreover, such a trend has also been observed in several other systems.
However, it should be noted here that the decreasing trend is not uniform, and there is some error bar overlaps in some temperature ranges.

**Phonon Transmission by PWD Method**

To understand the phonon scatterings at the grain boundaries in more detail, the phonon wave packet dynamics method is employed to study how phonons with a single frequency and symmetry interact with a grain boundary.

To prepare the structure for PWD simulations, the two grains of the GB structure are generated and rotated according to the scheme described in the previous section (Figure 6-2). The twist grain boundary is on the (001) plane, and each grain is 400 UO$_2$ unit cells in length along the direction perpendicular to the grain boundary. Such a large domain in this particular direction is to ensure that the wave packet can and propagate over an extended distance. The initial GB structure is first heated up to 2000 K and slowly cooled to 0K. A subsequent quench is performed so that the force on each atom is very small, less than $10^{-8}$ eV/Å per atom. This eliminates any excess structural energy that could affect the phonon scattering simulation.

The interatomic potential used for this study is Busker potential; as mentioned in Chapter 4, this potential has previously been used in studies of the effects of point defects [80], dislocations [60] and grain size [7] on thermal conductivity. To perform the PWD simulation, the phonon dispersion relation must be obtained first. The phonon dispersion is calculated using GULP [33] along (001) direction. Although there is not an exact match with experiment [81], the Busker potential does give a reasonable description of the acoustic phonon modes.
Preparing Wave Packet

As introduced in Chapter 3, to generate the wave packet and perform the normal mode analysis, the available wavevectors need to be identified. This is trivial work for a single crystals whose dimensions are simply integer multiples of its unit cell. However, in a grain boundary system like in Figure 6-2, where a rotation around the z axis has been performed, the wave vector should also be rotated accordingly [82]. The reciprocal lattice vector on the cross-sectional plane for one grain boundary supercell is $k'_x = 2\pi/L$ and $k'_y = 2\pi/L$, where L is the size of the supercell in x or y. Then the two vectors were multiplied by integers and a $+\theta'$ or $-\theta'$ rotation is performed. After the procedure, those combinations of which are located inside the first Brillouin zone of a UO$_2$ primitive cell are the wavevectors needed.

The wave packets are constructed according to the procedure described in detail in Chapter 3. Unlike generating a wave packet in a system where there is only one atom, in UO$_2$ primitive cell, there are three atoms: one U and two O. Thus, there are a total of 9 eigenfrequency states, resulting in 81 components in the eigenvectors. Thus, when calculating the phonon dispersion curve along a high symmetry direction in reciprocal space, branches can cross each other; along a low symmetry direction, the feature of “avoided crossing” is likely to happen when the branches belong to the same irreducible representations of the symmetry group of the Hamiltonian. [83] Thus, it is crucial to differentiate the 9 different energy states, since GULP outputs energies in ascending order. To achieve this, the dispersion curve of each mode is distinguished by maintaining the smoothness of the dispersion curve. The second order derivatives of the eigenfrequency with respect to $k_z$ are used to detect any mode crossing or avoided
crossing by maintaining the continuity of the curve. An example of this analysis results is shown in Figure 6-6.

Here, the wave packet is initially located at the center of one grain, and is launched toward the grain boundary. When the wave packet reaches the grain boundary region, scattering events take place: part of the wave packet is transmitted through the boundary while some is reflected back. By determining the energies associated with each grain, the energy transmission coefficient $\alpha$, which is the fraction of initial energy in the wave packet that transmitted, is obtained as a function of the input phonon frequency.

**Phonon Scatterings at GB**

To study the phonon scattering at the grain boundary, phonon wave packets centered on different frequencies are generated and launched toward the $\Sigma 5$ and $\Sigma 17$ grain boundaries. Their transmission coefficients are shown in Figure 6-7. It is clear that for the LA mode (blue squares), there’s a strong dependence of transmission coefficient on incident phonon frequency. In particular, at low frequencies, corresponding to long wavelengths, the transmission is nearly 100%. This high transmission coefficient arises because the thickness of the grain boundary along the phonon propagation direction is much smaller than the wavelength. Such high transmission coefficients for low frequency LA modes have been seen for a number of other systems. [84-87] However, as the phonon frequency increases, the transmission coefficient gradually drops to very low value.

To better illustrate the different scattering scenarios of low and high frequency phonons, Figure 6-7 illustrates a series of snapshots of two cases of different phonon
propagating through the grain boundary. The low frequency case is the 0.63 THz LA wave packet, corresponding to an average wavelength about 109 Å, which is much greater than the dimension of the grain boundary. As Figure 6-8(a) shows the phonon wave packet passes through then GB (denoted by the vertical line in the center of each panel) essentially unscattered. This is consistent with Figure 6-7, which shows that transmission coefficient for this phonon wave packet is close to unity. The high frequency cases is a 4.19 THz LA wave packet, with average wavelength of about 15.62 Å. Here there is strong scattering at the GB, with part of the wave packet being reflected back. Moreover, there is significant mode coupling, with the generation of TA phonons, as shown in green. However, for the case of the LO mode, when the frequency is above 8 THz, the majority of the energy transmission comes from modes other than the initial wavepacket, indicating much stronger scattering. A similar snapshots analysis is shown for the case of LO mode in Figure 6-9.

To develop a more detailed understanding of the contributions from different vibrational modes to the energy transmission, normal mode analysis (see Chapter 3) is applied to the transmitted and reflected wave packet respectively. Figure 6-10 shows the fraction of energy transmitted through the grain boundary that still features the same vibrational properties as the incident wave packet. For the LA mode, when the frequency is less than 3 THz, the wave packet is hardly scattered by the grain boundary at all. When the incident LA frequency is between 3 THz and 6.7 THz, a small amount of the energy is scattered into TA modes, as was clearly identified in Figure 6-8(b). From 6.7 THz up to the maximum frequency of LA mode, the phonon is scattered into TO modes since TA modes are no longer available. Moreover, mode conversion only
contributes a small fraction of the transmitted energy for all LA modes. As shown in Figure 6-11, the amount of energy transmitted and reflected due to the inelastic scatterings is almost the same, suggesting a typical DMM [2] behavior. From this, the snapshots of Figure 6-8(b) can be better understood: a large amount of the wave packet has been elastically scattered, where the original phonon vibrational mode is preserved; and part of the energy excited the vibrational modes in the GB, and then reemission equally back to the left and right grains.

**Conclusion**

This work presented has shown that, by using NEMD simulation, the Kapitza conductances of Σ5 and Σ17 twist grain boundaries can be directly determined. Of the two grain boundaries studied, the one with larger rotation angle and grain boundary energy has larger thermal resistance. Also, the Kapitza resistance tends to drop with increasing temperature, suggesting anharmonicity helps with thermal transport. This is the first time that the PWD method has been applied to a system with more than one atomic species; moreover, it is an ionic system. The PWD analysis shows the detailed scattering picture at the grain boundary of well-defined phonon wave packets. The phonon energy transmission coefficient is close to unity for LA mode at small incident frequencies; while it drops to a very small value with increasing frequencies. Also, the mode conversion, due to inelastic scatterings, only has limited contribution to the LA mode transport, but has significant contribution to LO mode transport.
Figure 6-1 Schematic of a twist grain boundary.

Figure 6-2 Schematic illustration of determining the rotation angle for CSL of Σ17 twist grain boundary (cubic lattice).
Figure 6-3 CSL distribution of uranium dioxide sample. From reference [78].

Figure 6-4 Simulation configuration and temperature profile for calculating Kapitza resistance. The two GBs are located at $L_z=87$ Å and $L_z=262$ Å respectively.
Figure 6-5 Temperature dependence of Kapitza resistance of $\Sigma 5$ and $\Sigma 17$ twist grain boundaries in UO$_2$.

Figure 6-6 Avoided crossing for phonon dispersion relation in UO$_2$. Here $k_x=0.1$ and $k_y=0.2$. 
Figure 6-7 Phonon energy transmission coefficient (LA and LO) for Σ5 twist grain boundary as a function of phonon frequency. Blue color squares denote the LA mode and orange triangles denote the LO mode. The inset shows the same plot of transmission coefficient but as a function of wavevector.
Figure 6-8 Time evolution of atomic displacement with LA incident phonon wave packet on Σ5 twist grain boundary. Blue dots denote z displacement and green dots indicate x and y displacement. The GB is indicated by the dashed line. A) The case of $k_z = 0.15*2\pi/a_0$; B) the case of $k_z = 0.35*2\pi/a_0$. 
Figure 6-9 Time evolution of atomic displacement with LO incident phonon wave packet on Σ5 twist grain boundary. Blue dots denote z displacement and green dots indicate x and y displacement. The GB is indicated by the dashed line. (a) Shows the case of 0.63 THz frequency; (b) shows the case of 4.19 THz frequency.
Figure 6-10 Contribution of the un-scattered mode to the energy transmission coefficient. The dashed line is an indication of the total transmission coefficient shown in Figure 6-7. The inset shows the same plot in wavevector space.

Figure 6-11 Phonon energy contribution from inelastic scattering.
CHAPTER 7

LATTICE DYNAMICS MODEL FOR INTERFACIAL THERMAL TRANSPORT

In this chapter, an atomistic lattice dynamics (LD) approach is used to study behavior of interfacial thermal transport at a phenomenological level. First, a one-dimensional monoatomic chain model is used illustrate the mechanisms of the method and how some key variables in the model can affect the energy transmission. Then the one-dimensional diatomic chain model is used to illustrate the transmission of longitudinal acoustic and longitudinal optical vibration modes at an interface.

Introduction

A general outline of the model is shown in Figure 7-1. Two leads of material are joined together with an interface (or any linking material) presented in the center, and as indicated by the arrow, the propagation direction for the energy is assumed to be from right to left. The model assumes that the left and right leads behave as “semi-infinite lead model” systems [88], such that the motion of the atoms belonging to the leads can be described using the wave representation of atomic displacement. That is, the displacement of the atoms in the right lead is the displacement from the incident vibrational mode, plus that from the reflected vibrational modes; and the displacement of the atoms in the left leads is just the sum from the transmitted vibrational modes, as expressed in Eq.7-1 and 7-2 [89-91],

\[ u_{ij}^R = u_{ij}^L(\lambda^0_i, k^0_j) + \sum_{\lambda^\prime, k^\prime} \alpha^{R\prime}(\lambda^\prime_i, k^\prime_j) u_{ij}^R(\lambda^\prime_i, k^\prime_j) \]  
\[ (7-1) \]

\[ u_{ij}^L = \sum_{\lambda^\prime, k^\prime} \alpha^{T\prime}(\lambda^\prime_i, k^\prime_j) u_{ij}^L(\lambda^\prime_i, k^\prime_j) \]  
\[ (7-2) \]

where on the left term is the total displacement of the i-th atom in the l-th unit cell on the left or right. The superscript R or T denotes the lead that an atom belongs to. \((\lambda^0_i, k^0_j)\),
\((\lambda'',k'')\) and \((\lambda',k')\) denotes the incident vibration mode, the vibration mode resulting from reflection and the vibration mode resulting from transmission respectively, \(\alpha^\text{Re}\) and \(\alpha^\text{Tr}\) are the coefficients of amplitude reflection and coefficient of amplitude transmission. The underlying crystal symmetry is lost for atoms in the interface region; thus, the wave representation is no longer a suitable descriptor and their motions are better described by a series of dynamical equations of motion. An example of a one-dimensional form of the lattice dynamics equation with the assumption of nearest neighbor interactions only will be illustrated in the next section.

Many lattice dynamics approaches have been used to study the energy transmission at an interface. [92-95] Wang et.al [89] have generalized these special cases and proposed the scattering boundary method within the lattice dynamics approach. Here, a similar method is applied with the help of MATLAB® symbolic function capabilities, and the process is summarized in Figure 7-2. The main focus is solving for the coefficients of amplitude transmission/reflection. The total energy reflection coefficient and transmission coefficient of an incident phonon \((\lambda^0,k^0)\) can then be calculated [89] as,

\[
R(\lambda^0,k^0) = \sum_{\lambda''} |\alpha^\text{Re}(\lambda'',k'')|^2 \frac{v_g(\lambda'',k'')}{v_g(\lambda^0,k^0)}
\] (7-3)

\[
T(\lambda^0,k^0) = \sum_{\lambda'} |\alpha^\text{Tr}(\lambda',k')|^2 \frac{v_g(\lambda',k')}{v_g(\lambda^0,k^0)}
\] (7-4)

where \(v_g\) denotes the group velocity of a particular phonon. With these two coefficients, the interfacial thermal conductance can then be calculated as (see Eq. 3-18):
One-Dimensional Monatomic Chain

There have been several studies on the one-dimensional model previously [92, 96, 97]. As used here, the model aims to simulate the situation at a simple interface and validate the procedure. A schematic of the one-dimensional monoatomic chain is shown in Figure 7-3(a). The atoms are numbered with integer N ascending from left to right where the left lead (N<-1) and right lead (N>0) contains a large number of atoms, and the interface region has two atoms (N=-1, 0). Each atom is connected to its nearest neighbor located on the left and right by a linear spring. Here, all the atoms are assumed to have the same atomic mass, that $m_1=m_2$, and the spring constant in both leads are assumed to be the same, $f_1=f_2$. The only different spring constant is $f_3$, which represents the irregular bonding at the interface. From the simple nature of the model, resulting from these assumptions, the dynamics of the system (atomic displacement of the whole system) can be obtained and the amplitude transmission and reflection coefficients can be determined by following the flow chart in previous section, as described in the following. (The physics of these can be found in many introductory books on solid state physics, such as [16])

In a semi-infinite harmonic one-dimensional monoatomic system, such as the left and right leads, the wave representation of an atomic displacement is given by,

$$u_N = \exp(iN\alpha - i\omega t)$$  \hspace{1cm} (7-6)
where \( a \) is the lattice constant, \( k \) is the wavevector of a phonon, and \( \omega \) is the phonon frequency. The lead atoms next to the interfaces are \( N=2 \) and \( N=1 \), and their displacement can be written according to Eqs.\( \text{7-1, 7-2 and 7-6}, \)

\[
\begin{align*}
    u_{-2} &= \alpha^\text{Tr} \exp(-i2ka-i\omega t) \quad (7-7) \\
    u_1 &= \exp(ika-i\omega t) + \alpha^\text{Re} \exp(-ika-i\omega t) \quad (7-8)
\end{align*}
\]

Here, the \( \lambda \)'s in Eqs. 7-1~7-4 are not present, since there is only one vibration mode (LA), and the wavevector can only be along left or right. In a harmonic system, the dynamic equation of the system can always be given as,

\[
m \frac{d^2u_N}{dt^2} = -f_L(u_N - u_{N-1}) - f_R(u_N - u_{N+1}) \quad (7-9)
\]

where \( f_L \) and \( f_R \) denotes the spring constant of the left and right spring of atom \( N \). Eq.7-9 can be rewritten as,

\[
\begin{align*}
    u_{N-1} &= \frac{1}{f_L} \left[ (f_L + f_R)u_N - f_Ru_{N+1} + m\ddot{u}_N \right] = S_L(u_N, u_{N+1}) \quad (7-10) \\
    u_{N+1} &= \frac{1}{f_R} \left[ (f_L + f_R)u_N - f_Lu_{N-1} + m\ddot{u}_N \right] = S_R(u_{N-1}, u_N) \quad (7-11)
\end{align*}
\]

Clearly, \( u_{N-1}/u_{N+1} \) can be solved by knowing \( u_N \) and \( u_{N+1}/u_{N-1} \). Here, the operation is defined as \( S_L \) and \( S_R \) as expressed in the equations, which are carried out by MATLAB®. Thus, after a few iterations, \( u_1 \) and \( u_{-2} \) can be obtained as,

\[
\begin{align*}
    u_1 &= S_R(u_0, u_{-1}) = S_R(S_R(u_{-3}, u_{-2}), S_R(u_{-2}, S_R(u_{-3}, u_{-2}))) \quad (7-12) \\
    u_{-2} &= S_L(u_0, u_{-1}) = S_L(S_L(u_1, u_2), u_1), S_L(u_1, u_2)) \quad (7-13)
\end{align*}
\]
Then the last step is inserting Eqs. 7-7 and 7-8 to the results of 7-10 and 7-11. The amplitude transmission coefficient can be solved, as well as the total energy transmission coefficient.

As a test case, the mass of the atoms are set to \( m=1 \), and the spring constant inside the leads are set to \( k=1 \). The total energy transmission is plot in Figure 7-4 as a function of wavevector for different \( k_3 \). The dashed line shows a case of \( k_3=1 \) as a validation, which suggests a homogeneous system, the transmission coefficient is unity for all wavevectors. For all cases when \( k_3 \neq 1 \), the transmission coefficient is unity at small wavevectors, which agrees with the long wavelength limit [16], that the phonons are little disturbed by the interface. As the discrepancy between the bonding at the interface and the bonding at the interface increases, the total energy transmission decreases rapidly.

In some cases, the interface may actually be an extended region, as the atomic bindings next to the interface are also altered. As sketched in Figure 7-3(b), the extended interface region is simulated by assigning more than one irregular spring. Figure 7-5 summarizes the cases with 1~3 irregular springs. One feature arises from the multiple irregular spring configuration is the oscillation in the energy transmission coefficient, which is the result of multiple scatterings [98, 99].

**One-Dimensional Diatomic Chain**

In order to study the transmission behavior of optical modes, the model is extended to a one-dimensional diatomic chain. As shown in Figure 7-6(a), each unit cell now contains two atoms \( m_1 \) and \( m_2 \) (assuming \( m_1 \geq m_2 \)), and assuming \( m_1 \) and \( m_2 \) are equally spaced and only the nearest neighbors interactions are present. In order to be somewhat analogous to a UO\(_2\) structure as indicated by Figure 7-6(b), the atomic
masses are assumed to be $m_1=238.03$ and $m_2=32.00$ (representing both oxygen atoms). The spring constant in the lead is properly chosen, so that the (001) dispersion relation of LA mode in the model matches that in the UO$_2$ with Busker interatomic potential (Chapter 3). As shown in Figure 7-7, the two LA modes matches very well, but the LO mode of the model cannot be fit UO$_2$ dispersion well at the same time, as there are three atoms in a UO$_2$ primitive cell.

The energy transmission from the model is fitted to the LA transmission from PWD data. Here, the assumption that the GB only disturbs the bonding locally is made. So the only fitting parameter here is the spring constant in the center ($f_3$ as in Figure 7-6(a)), which represents the irregular bonding condition at the UO$_2$ grain boundary. Fitting is performed using a least squares process [100]. As illustrated in Figure 7-8, the model generates the correct general trend of the energy transmission of the two modes. In particular, the match of the LA mode is rather good, but the LO mode is not. This is because that for the LA mode, all atoms move in phase, thus the model here is more suitable for the LA plane wave; for the LO mode, since there are three atoms in a UO$_2$ primitive cell, the one-dimensional representation is not sophisticated enough. A simple parametric study is carried out, where the fitting parameter, $f_3$, is increased/decreased by 20% and 40% respectively. As a result, as shown in the inset of Figure 7-8, the LA transmission curve shifts outward when $f_3$ is more close to the spring constant in the bulk, indicating less lattice mismatch; the curve shifts inward when $f_3$ is more deviate from the bulk spring constant, indicating more lattice mismatch.

**Conclusions**

This work illustrated the energy transmission at a GB using a simple chain model with lattice dynamics. The match with the PWD data for the longitudinal acoustic mode
illustrated its potential for use in the study more complex systems. The model is able to provide a fast way to estimate the energy transmission coefficients, and therefore could be used in higher scale simulations. In order to include transverse modes (TA and TO), a higher dimensionality in the lattice is required. In this way, mode conversion could be included, which was seen to take place in the PWD simulations in Chapters 5 and 6. Moreover, a three-mass model may help improve the optical mode behavior in this model. In addition, a framework of the coding was written in MATLAB®, and with a structure that facilitates the introduction of more complex physics.
Figure 7-1 Schematic of the model setup.

Figure 7-2 Flow chart for solving LD model.
Figure 7-3 One-dimensional monoatomic chain model. A) Single spring model. B) Extended spring model.

Figure 7-4 Energy transmission as a function of $f_3$ for the monatomic chain.
Figure 7-5 Energy transmission for various extended interfaces.

Figure 7-6 Illustration of diatomic model. A) One-dimensional diatomic chain model. B) Mapping to the UO₂ structure.
Figure 7-7 Phonon dispersion relation for the diatomic model. Blue dashed line shows the LA dispersion from UO$_2$. Red and purple dashed lines show the two LO dispersion from UO$_2$.

Figure 7-8 Energy transmission of diatomic model as a function of incident phonon frequency (lines); the data points denote the PWD results. The inset shows the transmission change as a function of $f_3$ variation.
CHAPTER 8
CONCLUSION AND OUTLOOK

In this work, investigations of how defect structures affect the thermal transport of UO$_2$ and Si have been carried out using atomistic simulation techniques. The effects of UO$_2$ thermal transport drop due to the presence of edge dislocations was quantified and illustrated in Chapter 4. The temperature and dislocation density dependence of the reduction was also established. In addition, attempts were made to extract parameters of empirical model for UO$_2$ fuel thermal transport from the MD simulation results. In Chapter 5, the Kapitza resistance of a Si/SiO$_2$ interface from a Si/SiO$_2$/Si hetero-system was calculated. The phonon-interface scatterings from individual phonon modes, sampled from the first Brillouin zone, were investigated and the contribution to the interfacial resistance from each phonon mode was also determined. The Kapitza resistance and its temperature dependence of the Σ5 and Σ17 UO$_2$ twist grain boundaries were determined in Chapter 6. In addition, the phonon scatterings at the GB were also analyzed, where different behaviors of LA and LO phonons are recognized. A MATLAB® code for linear lattice dynamics chain model has been developed in Chapter 7. This one-dimensional model is capable of studying longitudinal phonon energy transmission at simple interfaces and has potential for the application in more complex systems.

The MD, PWD and LD methods were all applied to study the interfacial thermal transport in some way or another in this work. The molecular dynamics method is capable of calculating thermal transport in materials where phonons are the main heat carrier. It can directly predict the effects on thermal conductivity reduction due to various defects at different temperatures in relative large system scales. However, post-
simulation corrections for the results are sometimes needed at elevated temperatures in order to match experimental data, due to the anharmonic effects and size effects of the MD simulation.

The phonon wave-packet dynamics is an attractive method to study the phonon transport at various defect structures. This method provides more than just a number, as the direct MD method does. There are a few issues relating the method that should be noted.

The whole simulation is performed at close-to-zero temperature, for the system is deeply quenched to minimize any thermally activated phonons, and the energy contained in the wave-packet is extremely small. Conversely, if the above requirement is not satisfied, for instance, a system running at finite temperature, the scatterings between the wave-packet pulse and other thermal lattice vibrations would be so strong, that it would be nearly impossible to distinguish the wave-packet signal. Therefore, when calculating the Kapitza resistance or thermal conductivity from the PWD results, all the temperature effect come into play with the introduction of Bose-Einstein statistics; that is, the phonon-phonon interactions are neglected. The development of a method that can look at individual phonon-interface scattering events in the presence of a thermal distribution of phonons remains a challenge for the future.

Another constraint on the method is computational cost. Firstly, to provide a complete phonon transport picture, a sampling of the first Brillouin Zone is needed. Some phonon modes have very small group velocities, requiring rather long simulation time. Secondly, a rather large dimension along the direction of wave-packet propagation is required. On the one hand, this requirement assures that the wave-packet can be
localized. On the other hand, when generating the initial wave-packet or analyzing the final system displacement, the phonon data of the bulk crystal is incorporated, all wave-packet signal should keep an adequate distance from the defects, where structural disorder is likely to exist. This long dimension requirement create computational obstacles when studying a structure where a moderate cross-sectional area is needed, for example, dislocations.

The lattice dynamics model, which provides a rapid way to investigate and modify some key variables in the real system regarding interfacial thermal transport. The model is expected to become much more complicated when studying a more realistic model. In fact, the mechanism of this model, in some ways, is very similar to the phonon wave-packet dynamics, if, detailed atomistic bonding as the PWD is taking into account in the model and same interatomic potential is used (if linearization of the potential is possible).

This work has also provided some directions of future work. Firstly, as various effects of defects on thermal conductivity have been identified individually by some previous work, as well as this one, it would be desirable to analyze complex effects arising from multiple scattering processes. Secondly, it would be interesting to introduce the phonon-phonon interactions at the interface when using the PWD method. Thirdly, the model could be extended to more variables, for example, including longer range interactions, anharmonic effects. Fourthly, it would be useful to compare the results of MD, PWD and LD model for a same system setting (e.g., same structure and potential), and extract the underlying physics from the differences. Finally, it would be
valuable to systematically investigate possible means to pass the results from the atomic-level simulations to larger scale models, such as mesoscale models.
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