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Thermal management is a critical issue in nuclear reactor and thermal barrier coating applications. Current research for next-gen nuclear fuel is looking into materials to provide uranium-free alternate with high thermal conductivity, whereas thermal barrier coating research is in need of low thermal conductivity materials. In this work, an understanding of various structural factors on thermal conductivity using atomic level simulation, is presented.

Thermal conductivity is a key parameter in the selection of nuclear fuel. Next gen nuclear fuel is suggested as to improve the efficiency of the nuclear fuel and make it environment friendly. Next-gen nuclear fuel is called as inert matrix fuel. Thermal conductivity of two potential materials (MgO-Nd2Zr2O7:NDZ and MgAl2O4) is characterized using molecular dynamics simulation.

In a composite system, interfaces play a dominant role in governing thermal conductivity of the system. To characterize the interface effects, very fine 2-D textured grains (<10 nm) are build. Homogeneous interface simulations showed the dominance
of interface effects on grains. Extension to bigger grain sizes showed good compatibility of the simulation data with the experimental dependence of grain size.

In addition, MgAl$_2$O$_4$, a spinel system, has been characterized also for its potential application as an inert matrix. Since system undergoes cation anti-site inverted state under irradiation, thermal conductivity as a function of inversion is characterized. It has been shown that, thermal conductivity remains invariant under inversion. In the process of characterizing thermal conductivity, thermal expansion, bulk modulus and elastic properties are also illustrated.

Another key area for heat management is thermal barrier coating application. Thermal conductivity of a layered perovskite material, Bi$_4$Ti$_3$O$_{12}$ (BIT) belonging to Aurivillius family, is characterized. The effect of layers (Bi$_2$O$_2$ layer and perovskite layer) on the thermal transport of BIT is characterized by changing the mass of the layers under selected scenarios. The findings of the study suggested an effect of disparity between layers on the thermal conductivity of BIT in the through direction but limited role in the other directions.
1.1 Energy Sources

Energy is the driving tool for the development of human civilization. The United States was self sufficient in energy until the 1950s. Since then, energy consumption has outpaced production, with the result that the deficit in energy continues to increase (Fig. 1-1).

Figure 1-1. Energy demand and supply for the US [1]

Energy is given in the units of Btu, acronym for British thermal unit, which is a traditional energy unit. One Btu is the energy needed to heat up 1 pound of water by 1 degree Fahrenheit. It is approximately equivalent to 1.06 kJ. If the energy deficit continues, we will face an energy crisis in very near future. To overcome this deficit and regain energy independence, energy production needs to be increased and/or usage has to be reduced.

Figure 1-2 shows the energy consumption among various sectors. As it clearly depicts, the industrial sector has leveled off in energy consumption but all other sectors are linearly increasing. This brings us to the question: how do different energy sources contribute towards meeting our demand of energy?
The contribution from five different energy sources is shown in Fig. 1-3. It can be seen clearly that carbon-emission free energy sources (renewable and nuclear) contribute only 16% of the total share. With coal, petroleum and natural gas as the leading contributors of the energy sources the biggest concern is: what is the effect on the environment of these energy sources?

Figure 1-3. Primary energy consumption by source and sector [1]
1.2 Greenhouse Effect and Global Warming

Carbon dioxide (CO₂) is the leading contributor to the greenhouse effect and global warming. The greenhouse effect is the absorption of infrared radiation in the Earth’s environment. In the total absence of greenhouse effect, the Earth’s surface temperature would be 255 K instead of 288 K [2]. The “greenhouse effect” of current concern is the further rise in temperature of Earth’s surface from man’s activities.

![Figure 1-4](image)

Figure 1-4. Difference in average global temperature from 1961-1990 (best coverage period) [3]

Figure 1-4 shows the trend in the Earth’s surface temperature from 1850. Over 3000 stations all over the world recorded monthly temperature. The average is taken and the deviation from the period of 1961-1990 (best coverage period) is plotted here as the “Temperature anomaly”. The increase over the past 30 years is the highest temperature rise seen in the past 10,000 years. To keep track of climate changes and these potential environmental and socio-economic effects, The Intergovernmental Panel on Climate Change (IPCC) was formed by the United Nations Environment Program (UNEP) and the World Meteorological Organization (WMO). In its fourth Assessment Report, it is stated that the planet is warming rapidly due to the increase in greenhouse...
gases (GHGs) [4]. Gases which act in a similar fashion to CO$_2$ and absorb the infrared radiation from the earth’s surface are collectively referred as GHGs. Although most of the GHGs are naturally present in the atmosphere, human activities have increased their levels manyfold over pre-industrial era levels. This imbalance has caused the rise in global temperature and has given birth to today’s biggest challenge: Global Warming. The GHGs can be classified as three types:

1. **Natural:** CO$_2$, methane (CH$_4$), nitrous oxide (N$_2$O), water vapor and ozone (O$_3$).

2. **Man made:** Chlorofluorocarbons (CFCs), hydrochlorofluorocarbons (HCFCs), perfluorocarbons (PFCs), hydrofluorocarbons (HFCs), bromofluorocarbons (halons) and sulfur hexafluoride (SF$_6$).

3. **Indirect:** Carbon monoxide (CO), nitrogen oxides (NO$_x$), aerosols and non-methane volatile organic compounds. They influence the formation of other forms of GHGs and contribute in global warming indirectly.

![Figure 1-5. US greenhouse gas emission [5]](image-url)
Even though contributions of these other GHGs are individually less than that of CO₂, their total collective contribution is of about the same magnitude. That is why their contribution in global warming is termed as “effective doubling”. Figure 1-5 captures the contribution of various GHGs since 1990.

1.2.1 Carbon Dioxide (CO₂) Emission

Being the largest contributor among GHGs, CO₂ becomes of utmost importance to understand the emission of CO₂. In the equilibrium carbon cycle there will be no buildup of CO₂ in the environment and thus no global temperature rise. Because of technical advancements, dependence on energy has increased and consequently the emission of CO₂ has risen. Figure 1-6 shows the concentration of CO₂ in the atmosphere for the past 10,000 years.

Figure 1-6. CO₂ concentration in the atmosphere for past 10000 years [6]

As shown in Fig. 1-6, the concentration of CO₂ has increased markedly since the beginning of industrialization. The right axis label of Fig. 1-6: “Radiative Forcing” is a measure of the difference in net irradiance at the boundary of troposphere and the
stratosphere. In simple terms, positive radiative forcing means a warming effect on the climate. By comparing Figs. 1-4 and 1-6, a linear relation between CO₂ emission and global temperature is found. All GHGs have different warming effects (radiative forcing) on the climate. A common metric system is used to measure the effect on climate by all these GHGs and is quantified as the global warming potential (GWP).

1.2.2 Global Warming Potential

The GWP of any GHG is a quantified measure of its global time averaged relative radiative forcing impact. Conventionally the GWP of CO₂ is taken as 1. The GWP of any gas is defined as the equivalent mass of CO₂ to produce the same effect in global warming. A GWP is always specified over a time-period. A comparison between different GHGs is shown in Table1-1.

1.3 Carbon Emission-Free Energy

In order to build a safer environment for coming generations, global warming needs to be eliminated. To achieve this goal, carbon-free energy is required. As discussed, carbon-free energy sources form a minor 16% share of the total energy resources. There are three ways to achieve the carbon-free environment:

1. Energy conservation by efficient usage
2. CO₂ separation and sequestration
3. Advancement of carbon-free energy sources (nuclear, solar, wind etc.)

Efficient usage of energy does play an important role in contributing towards carbon free environment by lowering the gap between energy demand and supply. That, in effect, lowers the consumption of fossil fuels. But in the long run, it does not alleviate the global warming problem.
<table>
<thead>
<tr>
<th>Gas</th>
<th>Chemical formula</th>
<th>GWP</th>
<th>Atmospheric lifetime (Years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbon dioxide</td>
<td>CO₂</td>
<td>1</td>
<td>50-200</td>
</tr>
<tr>
<td>Methane</td>
<td>CH₄</td>
<td>21</td>
<td>12 ± 3</td>
</tr>
<tr>
<td>HFC-152a</td>
<td>C₂H₄F₂</td>
<td>140</td>
<td>1.5</td>
</tr>
<tr>
<td>Nitrous Oxide</td>
<td>N₂O</td>
<td>310</td>
<td>120</td>
</tr>
<tr>
<td>HFC-32</td>
<td>CH₂F₂</td>
<td>650</td>
<td>5.6</td>
</tr>
<tr>
<td>HFC-134a</td>
<td>CH₂FCF₃</td>
<td>1,300</td>
<td>14.6</td>
</tr>
<tr>
<td>HFC-4310mee</td>
<td>C₅H₂F₁₀</td>
<td>1,300</td>
<td>17.1</td>
</tr>
<tr>
<td>HFC-125</td>
<td>C₂HF₅</td>
<td>2,800</td>
<td>32.6</td>
</tr>
<tr>
<td>HFC-227ea</td>
<td>C₃HF₇</td>
<td>2,900</td>
<td>36.5</td>
</tr>
<tr>
<td>HFC-143a</td>
<td>C₂H₃F₃</td>
<td>3,800</td>
<td>48.3</td>
</tr>
<tr>
<td>HFC-236fa</td>
<td>C₃H₂F₆</td>
<td>6,300</td>
<td>209</td>
</tr>
<tr>
<td>Perfluoromethane</td>
<td>CF₄</td>
<td>6,500</td>
<td>50,000</td>
</tr>
<tr>
<td>Perfluorobutane</td>
<td>C₄F₁₀</td>
<td>7,000</td>
<td>2,600</td>
</tr>
<tr>
<td>Perfluorohexane</td>
<td>C₆F₁₄</td>
<td>7,400</td>
<td>3,200</td>
</tr>
<tr>
<td>Perfluoroethane</td>
<td>C₂F₆</td>
<td>9,200</td>
<td>10,000</td>
</tr>
<tr>
<td>HFC-23</td>
<td>CHF₃</td>
<td>11,700</td>
<td>264</td>
</tr>
<tr>
<td>Sulphur hexafluoride</td>
<td>SF₆</td>
<td>23,900</td>
<td>3,200</td>
</tr>
</tbody>
</table>

CO₂ separation and sequestration has the potential to be very efficient in abating global warming problem but has serious challenges. Turner [7] compared the global warming and CO₂ separation and sequestration solution to a smoker who is exercising. Even though the smoker is exercising, it will be of no effect if he continues to smoke. Similarly, CO₂ storage and sequestration cannot be the final solution. Besides, the
sequestration process is very expensive and the risk is associated with the failure of CO$_2$ storage pose a great danger [7]. This limits the prospect of using CO$_2$ separation and sequestration technology as a solution to global warming.

That makes the third alternative to be the most attractive. A very good review of the ways to solve the current energy problem is given by Lior [8]. The following steps are suggested for the future energy solution:

1. The immediate challenge is to meet the energy demand. Thus, fossil fuel will still be used until other energy sources become large share-holders in the energy resource family.
2. CO$_2$ separation and sequestration methods are needed to accompany the CO$_2$ releasing energy sources.
3. Build more combined cycle power plants.
4. Where wind is economically available, wind power generation needs to be deployed.
5. Develop less expensive and more efficient solar cells.
6. Even with the issue of long term radioactive waste storage and safety issues, nuclear power plants need to be built and alternate nuclear fuels need to be developed.

It is evident that all carbon-free energy sources will play a vital role in resolving the energy crisis/global warming problem. Nuclear energy is clearly recognized by scientists and technologists as environment friendly [9]. This view is now also shared by some environmentalists [10]. This view is further strengthened by the fact that according to
ONU-IPCC AR4 Synthesis Report, nuclear energy is considered as an effective GHG mitigation option [1].

1.4 Nuclear Energy

Nuclear energy is a way to generate energy from the splitting of nucleus. Heavier atoms release more energy in the process of the splitting of the nucleus. Controlled fission reaction forms the basis of nuclear energy. UO₂ is the most common nuclear fuel used in nuclear plants in USA. Naturally occurring uranium contains 99.3% ²³⁸U, 0.7% ²³⁵U, and < 0.01% ²³⁴U. ²³⁵U is fissionable and most of the current reactors use enriched uranium, which contains ~4% of ²³⁵U in the fuel. Fissile ²³⁵U and fertile ²³⁸U both are used in the fission process. Slow moving neutrons are captured by ²³⁵U to start fission reaction. Whereas, fast moving neutrons are absorbed by ²³⁸U and converts into ²³⁹Pu, which is fissionable by slow as well as fast moving neutrons. Various kinds of nuclear reactors are used worldwide to produce the nuclear energy. Some of them are shown in Table 1-2.

As shown in Table 1-2, enriched UO₂ is the main nuclear fuel in US. The nuclear fuel cycle starts from the mining of uranium and ends at the burial of spent fuel. The whole process contributes towards radioactive waste. During mining and enrichment, waste of ²³⁸U, ²²⁶Ra and ²²²Rn and ²³⁰Th is generated. During the fission reaction, neutron capture and difference decay schemes leads to the formation of transuranic nuclides (atomic number >92), including ²³⁹Pu, ²³⁷Np, ²⁴¹Am and ²⁴⁴Cm. In addition to the nuclear reactors, dismantling of nuclear warheads also increases the stockpile of Pu. The presence of these transuranic nuclides make the spent fuel radioactive and a period of more than 100,000 years is required to bring down the radioactivity level of this spent fuel to the level of mined uranium. Handling and keeping safe the Pu
stockpile and transuranic nuclides poses a great environment challenge. An innovative fuel approach, termed inert matrix fuel (uranium free), has been suggested as a way to alleviate the problem by embedding Pu and minor actinides in a material matrix of non-fissile or fertile material and incinerate in nuclear reactors. The stable matrix, after burning in a reactor will be directly disposed of in a once through fuel cycle concept.

Table 1-2. Types of commercial nuclear reactors [11]

<table>
<thead>
<tr>
<th>Reactor type</th>
<th>Main fuel</th>
<th>Main countries</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressurized Water Reactor (PWR)</td>
<td>Enriched UO$_2$</td>
<td>US, France, Japan, Russia, China</td>
</tr>
<tr>
<td>Boiling Water Reactor (BWR)</td>
<td>Enriched UO$_2$</td>
<td>US, Japan, Sweden</td>
</tr>
<tr>
<td>Pressuried Heavy Water Reactor</td>
<td>Natural UO$_2$</td>
<td>Canada</td>
</tr>
<tr>
<td>Reactor ‘CANDU’ (PHWR)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gas-cooled Reactor (AGR &amp; Magnox)</td>
<td>Natural U (metal), enriched UO$_2$</td>
<td>UK</td>
</tr>
<tr>
<td>Light Water Graphite Reactor (RBMK)</td>
<td>Enriched UO$_2$</td>
<td>Russia</td>
</tr>
<tr>
<td>Fast Neutron Reactor</td>
<td>PuO$_2$ and UO$_2$ (MOX)</td>
<td>Japan, France, Russia</td>
</tr>
</tbody>
</table>

Some key parameters in the selection of the inert matrix fuel (IMF) include high temperature stability, good irradiation behavior, high thermal conductivity, good
mechanical properties, and low neutron capture and cross-sections [12, 13]. Based on these criterions, MgAl$_2$O$_4$, ZrO$_2$-MgO and MgO- Nd$_2$Zr$_2$O$_7$ (NDZ), among others have been suggested as possible inert matrix materials [14-16].

1.5 Thermal Conductivity: An Important Property

A nuclear fuel pellet experiences a temperature drop of ~ 800 K from the centerline of the fuel pellet to the edge. This large temperature difference is due to the low thermal conductivity of UO$_2$. At high temperature, center region of the pellet expands more than the rim. Because of the thermal stress thus formed, the microstructure of the grain changes and the fuel cracks and degrades. Efficient removal of heat from the fuel will maintain a more uniform temperature across the fuel and increase the fuel life time. This makes high thermal conductivity a desirable property for a nuclear fuel. The Thermal conductivity of materials depends on various parameters including but not limited to bulk modulus, density, and microstructure.

The thermal conductivity is also an important parameter in the selection of thermal barrier coating (TBC) materials. In contrast to nuclear fuel, TBC applications demand low thermal conductivity materials. A detailed description of TBCs and their applications are given in Chapter-6.

Being important for both, nuclear fuel and TBC materials, thermal conductivity becomes an important material property for investigation. That raises an important question: What controls thermal conductivity?

1.6 Motivation for This Work

A good understanding of the physics governing thermal conductivity in non-metals is essential to answer the question, asked in Sec. 1.5. Phonons are the heat carriers in non-metals/ceramic materials and are defined as lattice vibrations. Analysis of thermal
transport is performed in phonon space (momentum space or frequency space). While phonon space is convenient for analysis, design and synthesis of the materials is performed in real space. It is difficult to move conceptually from phonon space to real space. For example, the position of the atoms in the unit cell and the relaxation times of the associated phonon modes are not related to each other in an obvious way. Molecular dynamics (MD) simulations are a suitable tool for the analysis of thermal conductivity at a finite temperature and for the bridging of real and phonon space analysis.

Having total control over the system, simulation provides easy access to capture the effects of structural features affecting the thermal conductivity. In the following chapters, the effects of interface, structure and mass on material’s thermal transport properties are presented and analyzed in detail.

### 1.7 Objective of This Work

This work is primarily focused on understanding the thermoelastic properties of MgO, Nd₂Zr₂O₇ (NDZ), MgAl₂O₄ and Bi₄Ti₃O₁₂ (BIT). The thermal properties of MgO-NDZ and MgAl₂O₄ are studied in the light of their potential application as IMF systems, whereas BIT is studied for its potential application as TBC material.

The effects of interfaces on the thermal properties of MgO-NDZ system are very important to understand. During burn-up, large temperature and steeper temperature gradient causes the morphological changes of the nuclear fuel during power operation, as shown in Fig. 1-7.

Although fuel pellet starts with all solid, a sizable void develops in the center. The void forms by the movement of the porosity to the center. Immediately adjacent to void region, columnar grains are formed. The radial boundaries of the columnar grains are formed by the trails of the pores and/or by the movement of fission-gas bubbles. Moving
outward from the columnar region, a region of large textured grains is formed (Equiaxed grains) [17].

Figure 1-7. Regions of restructured fuel pellet [17]

The outermost part of the pellet experiences more radiation damage and contains more fission damage than the bulk due to neutron resonance capture by $^{238}$U in this “rim” region to form fissile $^{239}$Pu. This leads to the formation of smaller grain sizes (~ 02 μm) from the as-fabricated grain sizes of ~ 10 μm [18]. This effect is termed as “rim effect” and changes thermoelastic properties of the fuel. These morphological changes of the fuel, makes it essential to characterize the interface effects. Similar to experimental investigation of the interfacial effects on thermal transport for YSZ [19], MgO-NDZ composite system is investigated. To characterize the effect of interfaces for MgO-NDZ system, single crystal and polycrystals MgO and NDZ material system results are used.

Thermal and elastic properties of another candidate inert matrix material, MgAl$_2$O$_4$ are also characterized. The ability of MgAl$_2$O$_4$ to resist radiation damage comes from its
ability to withstand cation anti site disorder (inversion) without structural damage. Thus characterization of the thermal and elastic properties of MgAl$_2$O$_4$ as a function of inversion becomes very important for the potential application as an IMF matrix. In this work, effects of inversion on thermal as well as elastic properties are investigated.

Another material, Bi$_4$Ti$_3$O$_{12}$ (BIT), is characterized for its potential application as thermal barrier coating (TBC) material. The anisotropic structure of BIT is determined; Intrinsic density difference between layers has been identified as the reason of its low thermal conductivity [20]. In this work, characterization of the effect of the density difference on thermal conductivity is extended.

1.8 Organization of Dissertation

Chapter 2 lays out the foundation of thermal conductivity theory for ceramic materials and how it is implemented in molecular dynamics simulation. It covers important aspects of simulation and thermal conductivity. Chapter 3 contains crystallographic information of the materials discussed in this dissertation. Chapters 4, 5 and 6 focus on thermal transport properties of MgO-Nd$_2$Zr$_2$O$_7$, MgAl$_2$O$_4$ and Bi$_4$Ti$_3$O$_{12}$. Chapter 7 summarizes the results and the impact of this work.
2.1 Basics of Thermal Transport

In many aspects of technological developments, better management of heat is a key for improvement. In all sections of technology, heat flow is in the heart of many systems. Control over heat flow is necessary for the performance, lifetime and reliability of the devices.

Performance, reliability and life-time of electronic devices depend greatly on the efficiency of heat management. Intel co-founder Gordon Moore made the prediction in 1965 that number of transistors on a chip will double in every two years. Figure 2-1 captures the development in logic circuit industry. With each year, numbers of transistors are increasing while chip size decreases. This evolution corresponds to increasing energy density and the need for better heat management.

![Moore's Law](image)

Figure 2-1. Moore's law for microprocessor [21].
The feature sizes in microelectronics is decreasing very fast and even outpacing Moore’s law. Already by 2008, 35 nm Logic technology has been achieved [22]. With the increasing number of transistors on an integrated circuit and the decreasing size, power density increases. Figure 2-2 shows the implication of Moore’s law on power consumption in microprocessor [23]. Figure 2-2 clearly suggests that one of the key issues is proper channeling of heat in the microprocessor.

![Figure 2-2. Power consumption of a microprocessor, dashed line represents Moore's Law [23]](image)

Another area in which heat management is vital is nuclear energy. A nuclear fuel pellet experiences a temperature range of ~800 K from fuel pellet center to the rim within a distance of ~0.5 cm. Even though the heat generated during fission reaction inside the fuel is released to the coolant, this large temperature gradient often leads to structural deterioration of the fuel material. The high temperature and large temperature gradient causes physical and chemical changes in the fuel pin that often result in the deformation and cracking of the fuel pellet and possible interaction with the coolant [24]. To release heat from the fuel, higher thermal conductivity than current nuclear fuel (UO₂) is a desirable property of nuclear fuel. Therefore understanding heat transport mechanisms is important for the next generation nuclear fuel: IMF.
Heat management is critical issue for the thermal barrier coatings (TBC) also. Research is primarily focused on finding low thermal conductivity materials for the application of TBC. TBCs act as a thermal barrier between hot gas stream and engine component thus reducing thermally activated oxidation and in effect delaying failure. TBC also increases the life-time of the part by reducing thermal fatigue [25]. Figure 2-3, captures the temperature profile across the gas turbine engine and TBC.

All these examples points to the importance of heat management. A better understanding of thermal conductivity provides a greater control on materials. To capture the effects on thermal conductivity in ceramics, atomic-level simulation is used. After gaining insight into the mechanisms of thermal transport, better selection of materials will be possible. Mechanisms of heat transfer in solids and the simulation methods used to capture the heat transport mechanisms will be discussed in detail in the following sections.
2.2 Modes of Heat Transport

There are three modes of heat transfer relevant to materials: conduction, radiation and convection (Fig. 2-4). Conduction heat transfer involves heat carriers such as electrons, phonons (lattice vibrations); radiation involves electromagnetic waves and does not need any medium for heat transfer, convection involves movements of mass within fluids. Convection does not occur in solids, so this will not be discussed further.

Figure 2-4. Three modes of Heat Transfer [26]

In looking at heat transfer, it is useful to place solid materials in three distinct categories: metals, semiconductors and insulators. The major heat carriers in metals are electrons. Electrons in metals are very mobile and are not held tightly by the nucleus. Thus metals are generally described as having a communal sea of valence electrons.

For metals the electrical conductivity (\(\sigma\)) and thermal conductivity (\(\kappa\)) are related by the famous Wiedemann-Franz Law [27]:

\[
\frac{\kappa}{\sigma} = LT
\]  

(2-1)
T is temperature and L, a constant called the Lorentz number, is given by

\[
L = \frac{\pi^2}{3} \left( \frac{k_B}{e} \right)^2 = 2.44 \times 10^{-8} W \Omega K^{-2}
\]  

(2-2)

Where, \( k_B \) is Boltzmann constant and \( e \) is the electron charge. This empirical law states that \( \kappa/\sigma \) has same value for all the metals at the same temperature. The proportionality of \( \kappa/\sigma \) on temperature was discovered by Danish mathematician and physicist Ludvig Lorenz in 1872. While this law generally holds, L is not exactly same for all the metals. Rosenberg stated that this law holds true at low and high temperatures but fails at intermediate temperatures [28].

In semiconductors and insulators, phonons (lattice vibrations) are the major heat carriers. This mechanism will be discussed in detail in this work.

### 2.3 Heat Transport in Non-metallic Solids

Phonons are the major heat carriers in non-metals. The following discussion is based on standard presentations from various solid state texts [29-32].

Heat transport in non-metallic solids takes place through lattice vibrations. These are termed as phonons and are the major heat carriers in non metals. Harmonic potential treatment of phonons gives zero thermal expansion and infinite thermal conductivity of the material. Since materials do have finite value of thermal conductivity and non-zero thermal expansion, anharmonic terms are included in the discussion of phonons and heat transport. These anharmonic terms are labeled as three-phonon (3\(^{rd}\) order term in interaction potential) and four-phonon (4\(^{th}\) order term in potential) processes. Other higher order terms are also possible but contribution to thermal conductivity is mostly dominated by three-phonon processes. During heat transports
two kinds of three-phonon processes may occur, which are shown in Fig. 2-5 and are described below:

A) Figure 2-5. Three-phonon processes A) creation of one phonon from 2 phonons B) creation of two phonons from one phonon.

1. Annihilation of two phonons with the creation of one phonon (Fig. 2-5A)
   \[ \omega(k_1)+\omega(k_2) \rightarrow \omega(k_3), \quad k_1+k_2 \rightarrow k_3 \]

2. Annihilation of one phonon with the creation of two phonons (Fig. 2-5B)
   \[ \omega(k_1) \rightarrow \omega(k_2)+\omega(k_3), \quad k_1 \rightarrow k_2+k_3 \]

Both of the three phonons processes shown in Fig. 2.5 conserve momentum and are called normal (N) processes. In N-process, the total momentum is conserved and thus the phonon distribution is not changed. Another three phonon process is also possible in which momentum is not conserved, as shown in Fig. 2-6.

N-Process

U-Process

Figure 2-6. N and U processes, k_1, k_2, k_3, and k_3' represent phonon-momenta and G reciprocal vector [33]
Figure 2-6 shows both the N and U processes. G is a reciprocal lattice vector and based on the value of G, two processes are possible: normal (N) for G=0 and umklapp (U) for G≠0. The shaded region in Fig. 2-6 is first Brillouin zone. In the N-process, as expected phonon momenta lies in the first Brillouin zone and so no further operation is needed. U-processes do need an additional operation of the addition of reciprocal vector G to bring back the phonon momenta to first Brillouin zone. The N-processes contribute to thermal conductivity indirectly as explained in detail by Callaway [34]. The dominant contribution to the heat resistance comes from U-processes, i.e. momentum non-conserving processes. There are a number of theoretical approaches to understand phonon conductivity in solids, including:

1. Relaxation time approach
2. Variational approach
3. Green’s function approach (density matrix approach)

The relaxation time and variation approaches assume that the thermal conductivity can be calculated from the linearized Boltzmann equation, whereas the Green’s function approach takes the route of quantum statistics. A very good discussion of these methods is given by Srivastava [32]. From the kinetic theory of gases, the thermal conductivity of phonon gas can be expressed as

\[ \kappa = \frac{1}{3} C v \lambda \]  

(2-3)

where \( C \) is the specific heat, \( v \) is group velocity and \( \lambda \) is mean free path of the phonons. In a phonon gas, \( C \) can be approximated well by using the Debye model, \( v \) can be taken as the speed of sound; the real problem is in the calculation of \( \lambda \).
The specific heat is defined by the amount of heat required to raise the temperature by 1 K per unit mass. It is one of the easiest thermodynamic quantities to measure experimentally. Depending on which system parameter is kept constant, the specific heat can be of two types: \( C_p \) for constant pressure and \( C_v \) for constant volume. Since for a solid, it is experimentally unrealistic to keep volume constant while changing temperature, \( C_p \) is of more experimental relevance. There is a simple relationship between \( C_v \) and \( C_p \) for solids [35]:

\[
C_p = C_v + TV \alpha^2 / K_T
\]  

(2-4)

where \( \alpha \) is coefficient of thermal expansion and \( K_T \) is isothermal compressibility. At high temperatures, all solids obey Dulong-Petit result for the heat capacity, which gives the value as:

\[
C_v = 3N_A k_B
\]  

(2-5)

where \( N_A \) is Avogadro’s number and \( k_B \) is the Boltzmann constant. This gives fairly good value at high temperatures but is qualitatively incorrect at lower temperatures; in particular \( T= 0 \) K, the specific heat value goes to zero.

Einstein proposed a crude but simple approximation that all vibrations have the same frequency and are set to the value \( \omega_E \). The heat capacity then can be given as:

\[
C_v = 3NZk_B \left( \frac{\hbar \omega_E}{k_BT} \right)^2 \frac{\exp(\hbar \omega_E/k_BT)}{[\exp(\hbar \omega_E/k_BT)-1]^2}
\]  

(2-6)

Equation 2-6 is known as the Einstein model for heat capacity. It correctly converges to zero at 0 K but gives the wrong temperature dependence, decreasing faster than experiment near 0 K. Debye proposed a model in 1912 that overcame the problem of the Einstein model. Debye approximated a linear relation for phonon
frequencies $\omega = ck$ and treated phonons in a similar fashion as a particle in a box. Instead of infinite possible values of $\omega$, Debye suggested an upper limit on frequency as $\omega_D$. Density of states under the Debye approximation is defined as:

$$D(\omega) = \begin{cases} \frac{V \omega^2}{2 \pi^2 \nu^3}, & \omega < \omega_D \\ 0, & \omega > \omega_D \end{cases}$$

(2-7)

where $V$ is the volume of the solid. The maximum frequency $\omega_D$ is determined by the number density of atoms $n$ and given as:

$$\omega_D = 2 \pi^2 \nu^3 n$$

(2-8)

The specific heat in Debye model is given as:

$$C_v = 3N \int_0^{\omega_D} \left( \frac{\omega}{\omega_D} \right)^3 \frac{\partial n(\omega, T)}{\partial T} d\omega$$

(2-9)

At low temperatures, Eq. 2-9 become $C_v = \frac{12 \pi^4 N k_B}{5} \left( \frac{T}{\Theta_D} \right)^3$, where $\Theta_D$ is Debye temperature, defined as $\Theta_D = \frac{\hbar \omega_D}{k_B} = \frac{c h}{k_B} \left( \frac{6 \pi^2 N}{V} \right)^{\frac{1}{3}}$. At high temperatures, it reaches the Dulong-Petit limit of $3 N_A k_B$.

The Debye temperature is the temperature above which material behaves classically and quantum effects to thermal conduction are negligible. As explained above, Debye model imposes a condition as maximum allowable phonon frequency to achieve finite number of modes in a solid (Eq. 2-8). That maximum frequency corresponds to the Debye temperature. Figure 2-7 shows the Debye temperature for various materials. The simplicity or complexity of Eq. 2-3 lies in the understanding of phonon mean free path. Based on the phonon model (Debye or Einstein), the
temperature dependence of thermal conductivity can be easily described. At high temperatures, the specific heat of a solid is a constant, given by the Dulong-Petit law (Eq. 2-5). The group velocity of phonons in a solid has a weak temperature dependence [36]. Although the exact solution is not known, Peierls showed phonon mean free path has $\frac{1}{T}$ dependence at high temperatures [37]. More sophisticated analysis has shown that temperature dependence is not $\frac{1}{T}$ but $\frac{1}{T^n}$, where $n$ lies between 1 and 2 and confirmed by experiments [29, 38].

![Figure 2-7. Debye temperature and thermal conductivity (in W/cm-K) at 300 K for selected elements [30]](image)

At low temperatures, the phonon mean free path becomes extremely long and thermal conductivity is limited by the system size, because scattering is dominated by the surfaces. In low temperature limit, the temperature dependence of thermal conductivity comes from the specific heat. Because the specific heat shows $T^3$. 

38
dependence, the thermal conductivity does also. In the intermediate temperature range, Peierls showed \( \kappa \sim \left( \frac{T}{\Theta_D} \right)^n \exp \left( \frac{\Theta_D}{bT} \right) \), where \( n \) and \( b \) can be determined by fitting to experimental results. Typical values of \( nb \) lie in the range of 15-35.

### 2.4 Simulation Methods

There are number of ways to simulate materials. Based on the desired properties, an appropriate simulation method can be selected based on the length and time scale. Figure 2-8 captures different simulation methods based on time and length scales.

![Figure 2-8. Temporal and Spatial resolution of simulation methods [39]](image)

For example, to investigate the electronic structure of a material, quantum mechanical simulation methods (density functional theory and Hartree-Fock) are appropriate [40]; to simulate a material of the size of mm, finite element methods are appropriate [41]. With current technological improvements, \( \mu m \) size length system have been simulated using molecular dynamics (MD) simulation with trillion atoms [42]. In this
case the limiting factor is the huge amount of data and its analysis and the possible time devotion for the simulation. A 10 ps MD simulation of trillion atoms took a couple of days to finish and 40 TB hard disk space to store position, velocity and force data [42].

MD simulation is deterministic in nature and is a useful tool in the study of non-equilibrium processes at the atomic level. Atoms are the basic units of MD simulation and are generally treated as having no internal electronic structure. Each atom has a specified mass and charge. It is classical in nature and every atom follows Newton’s equation of motion (Eq. 2-10).

$$\vec{F} = m \frac{d^2 \vec{r}}{dt^2}$$

(2-10)

The key physical input required for MD simulations is the interatomic potential. Since there is no interatomic potential that can exactly describe all the properties of any material, MD simulations can capture the properties of material only with limited fidelity.

2.5 Molecular Dynamics Basics

As explained in the previous section, the trajectory of each atom is calculated in MD simulation using Newton’s equation of motion. Based on the trajectory as a function of time, the average values of properties can be determined. For any atom $i$, the equation of motion can be written as follows:

$$F_i = m_i \frac{d^2 r_i}{dt^2} = -\nabla U_i$$

(2-11)

2.6 Integration Algorithms

There are various integration algorithms [43, 44]. All the algorithms expand the position ($r$), velocity ($v$) and acceleration ($a$) into Taylor series around the time $t$: 
The Verlet Algorithm: The Verlet algorithm uses position and acceleration at time \( t \) and \( t - \delta t \) to calculate position at \( t + \delta t \) [45]. Because of its simplicity and low memory usage, it is a very common algorithm. According to Verlet algorithm, the position at \( t + \delta t \) is given by

\[
    r(t + \delta t) = 2r(t) - r(t - \delta t) + a(t)\delta t^2 \tag{2-13}
\]

The Leap-Frog Algorithm: The leap-frog algorithm is a modified version of Verlet algorithm. It computes velocities at half time-step intervals and uses these velocities to calculate positions at time \( t + \delta t \)

\[
    r(t + \delta t) = r(t) + v \left( t + \frac{\delta t}{2} \right) \delta t \tag{2-14}
\]

The Beeman’s Algorithm: The position prediction is similar to the Verlet algorithm but velocities are determined more precisely.

\[
    r(t + \delta t) = r(t) + v(t)\delta t + \frac{2}{3} a(t)\delta t^2 - \frac{1}{6} a(t - \delta t)\delta t^2 \\
    v(t + \delta t) = v(t) + \frac{1}{3} a(t + \delta t)\delta t + \frac{5}{6} a(t)\delta t - \frac{1}{6} a(t - \delta t)\delta t \tag{2-15}
\]

The Predictor-Corrector Algorithm: The Beeman’s algorithm is modified into the predictor-corrector algorithm.
The 5th order Gear predictor-corrector method [44] is used in this work for numerical integration. The predicted new position of an atom is calculated using 5th order derivative of current position.

\[
\ddot{r}(t+\delta t)_{\text{predicted}} = \ddot{r}(t) + \ddot{v}(t)\delta t + \frac{2}{3} \dddot{a}(t)\delta t^2 - \frac{1}{6} \ddddot{a}(t-\delta t)\delta t^2
\]

\[
\ddot{v}(t+\delta t)_{\text{predicted}} = \ddot{v}(t) + \frac{3}{2} \dddot{a}(t)\delta t - \frac{1}{2} \ddddot{a}(t-\delta t)\delta t
\]

\[
\ddot{v}(t+\delta t)_{\text{corrected}} = \ddot{v}(t) + \frac{1}{3} \dddot{a}(t+\delta t)\delta t + \frac{5}{6} \dddot{a}(t)\delta t - \frac{1}{6} \ddddot{a}(t-\delta t)\delta t
\] (2-16)

Where \( \ddot{r} \), \( \ddot{v} \), and \( \dddot{a} \) are the position, velocity, acceleration of each atom respectively. \( \dddot{b} \), \( \dddot{c} \) and \( \dddot{d} \) are third, fourth and fifth derivatives of the position with time of each atom respectively. The superscript ‘p’ corresponds to the ‘predicted’ values.

Using these predicted positions, forces on atoms are calculated thence the corrected accelerations. The difference between the corrected and predicted acceleration gives the error from the prediction step that is used to calculate the trajectory:

\[
\Delta \dddot{a}(t+\delta t) = \dddot{a}^c(t+\delta t) - \dddot{a}^p(t+\delta t)
\] (2-18)
\begin{align}
\ddot{r}^c(t + \delta t) &= \ddot{r}^p(t + \delta t) + c_0 \Delta \dddot{a}(t + \delta t) \\
\ddot{v}^c(t + \delta t) &= \ddot{v}^p(t + \delta t) + c_1 \Delta \dddot{a}(t + \delta t) \\
\dddot{a}^c(t + \delta t) &= \dddot{a}^p(t + \delta t) + c_2 \Delta \dddot{a}(t + \delta t) \\
\dddot{b}^c(t + \delta t) &= \dddot{b}^p(t + \delta t) + c_3 \Delta \dddot{a}(t + \delta t) \\
\dddot{c}^c(t + \delta t) &= \dddot{c}^p(t + \delta t) + c_4 \Delta \dddot{a}(t + \delta t) \\
\dddot{d}^c(t + \delta t) &= \dddot{d}^p(t + \delta t) + c_5 \Delta \dddot{a}(t + \delta t)
\end{align} \tag{2-19}

The coefficients for a fifth order predictor-corrector are $c_0 = 3/16$, $c_1 = 251/360$, $c_2 = 1$, $c_3 = 11/18$, $c_4 = 1/6$, and $c_5 = 1/60$ [44, 46]. These corrected values are used as an input for the next simulation step. The procedure is repeated for all the atoms to determine their trajectories for the duration of the simulation.

The time-step is an important factor in sampling the atom trajectory during simulation. The time step must be smaller than the fastest vibrational frequency in the system. Typical time steps for MD simulations are of the order of 1fs ($10^{-15}$ s). This constraint comes from the fact that higher time step leads to errors in the trajectory and unreliable simulation results. Smaller time steps might capture more accurate trajectory but will limit the total simulation time. There are several ways developed to increase the time step and maintain the accuracy level, e.g. multiple time scale [47, 48] and stochastic dynamics [49].

### 2.7 Periodic Boundary Condition

The application of periodic boundary conditions (PBC) is a very useful technique to mimic large system by simulating smaller systems. Depending upon the requirements, PBC can be applied to replicate the system in one, two or three dimensions. When applied in three dimensions, the system is extended to mimic bulk material. A schematic of PBC is shown in Fig. 2-9. Original simulation cell (cell # 5) is in the center of the
simulation system and other 8 cells surrounding it are the outcome of PBC. Arrows represent the movement of atoms.

During simulation, all the image cells follow the actual cell. Therefore, during simulation if any atom moves in the actual cell, its periodic images follow its motion. For example, if atom moves from cell 5 to cell 6. All its images, also move to the next cell and in this process, atom from cell 4 enters cell 5. That way the total numbers of atoms in the cell are always conserved.

![Figure 2-9. Schematic representation of a 2-D periodic system. Simulation is performed with the highlighted box. Arrows shows how atoms are affected under PBC](image)

When PBC is applied, one needs to be careful as it can lead to unphysical interactions (self interaction: between atom and its image). All the interactions are taken to be zero after a specified distance (known as cut-off). Typically, to avoid self interactions, system size needs to be at least twice the cut-off.
2.8 Interatomic Interactions

Newton’s equation of motion forms the basis of MD simulation and the interaction potential is the most important input for MD simulation. The quality of any simulation depends merely on the quality of the interatomic potential. In ionic systems, atoms are made of charged ions and interactions between the ions can be separated into a long range, Coulombic part, and a short range part.

2.8.1 Long-range Interactions

The long-range interaction between two charged species is given by Coulomb’s law:

\[ U_{\text{Coul}} = \frac{q_i q_j}{r_{ij}} \]  \hspace{1cm} (2-20)

Where, \( q_i \) and \( q_j \) are the charges on atom i and j respectively, and \( r_{ij} \) is the distance between them. For a crystal structure with N ions, the total Coulombic energy is

\[ U_{\text{Coul}} = \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \frac{q_i q_j}{r_{ij}} \]  \hspace{1cm} (2-21)

The \( 1/r \) dependence of the energy makes the summation conditionally convergent. Conventionally, the Ewald summation is used to compute the long-range electrostatic interactions [51]. A more recent direct summation method is used to compute the summation [52]. Both methods are described below.

**Ewald Sum:** The Ewald method is the standard technique to calculate electrostatic interaction in a periodic system. It was introduced by P. Ewald in 1921 [51]. In this technique, Eq. 2-19 is rewritten as two rapidly converging parts plus a constant term.

\[ U_{\text{Ewald}} = U^r + U^m + U^0 \]  \hspace{1cm} (2-22)
Where $U'$ is the short range term that sums quickly in real space, $U^m$ is a long range term that sums quickly in reciprocal (Fourier) space and $U^0$ is the constant (self) term. These terms are given as:

\[
U' = \frac{1}{2} \sum_{i,j} q_i q_j \frac{\text{erfc}(\alpha r_{ij})}{r_{ij}} \\
U^m = \frac{1}{2\pi V} \sum_{i,j} q_i q_j \sum_{m \neq 0} \exp\left(-\left(\frac{\pi m}{\alpha}\right)^2 \right) + i2\pi m \cdot (r_i - r_j) \left(\frac{1}{m^2}\right) \\
U^0 = \frac{-\alpha}{\sqrt{\pi}} \sum_{i=1}^{N} q_i^2
\]

(2-23)

$V$ is the volume of the simulation cell, $m = (l,j,k)$ is a reciprocal-space vector. There are a few disadvantages of the Ewald sum. Firstly, it is not straightforward and fairly complicated to code, secondly it scales as $O(N^{3/2})$ [53].

**Direct Sum:** A powerful alternative to the Ewald summation was developed by Wolf et al. [52] and is referred to as the direct summation. It is inspired by the fact that the Coulombic interactions in ionic crystals are short ranged, as demonstrated by both, theories [30, 54] and simulations [55, 56]. The only factor not allowing Coulomb sum to converge is the lack of charge neutrality over spherical crystal-lattice shell. This can be best illustrated with the help of an example. Consider a simple rocksalt structure of NaCl. The NaCl unit cell can be viewed as interpenetrating FCC lattices of anions and cations with half unit cell length displacement. The rocksalt structure will be discussed in detail in Chapter 3. As different cut-off distances are set for the potentials (cut-off distance is defined as the distance beyond which atoms do not interact Eq 2-26), the total system will be either cation deficient or anion deficient or rarely charge neutral. Figure 2-10 shows the variation of energy with cut-off radius.
Figure 2-10. Coulomb energy per ion as a function of cut-off in NaCl [52]

Figure 2-10 straightforwardly captures the non-convergence of the Coulomb energy. The dashed line in the Fig. 2-10 is the actual value of the Coulomb energy for \( R_c \to \infty \) of NaCl which is also known as the Madelung energy. The arrow in the Fig. 2-10 shows the points where the energy value converges to the actual value, however no relationship can be deduced between the cut-off \( (R_c) \) and convergence. When the same energy graph is viewed against the net system charge (Fig. 2-11), a clear trend is captured for the convergence. Figure 2-11 renders the convergence criterion: charge neutral system. Fluctuations in Fig. 2-10 around the dashed line show that NaCl system never achieves charge neutrality when it is spherically terminated.

To overcome this charge neutrality problem, initially a dipolar solution was suggested by Wolf [57]. A schematic is shown in Fig. 2-12, where a NaCl crystal is built of \( \text{Na}^+ - \text{Cl}^- \) dipoles. In the evaluation of the Coulomb energy for a truncated crystal shell, counter dipoles are created at the surface for each dipole present in the shell and the expression for the Coulomb energy is given below:
\[ E = \left( \frac{7q^2}{8b} \right) \sum_{r_i} N(r_i) \left( \frac{b}{r_s} \right)^5 \left( 1 - 5 \cos^4 \vartheta \right) \]  \hspace{1cm} (2-24)

Figure 2-11. Energy per ion against net system charge [52]

Figure 2-12. Schematic of dipolar shell of NaCl Bravais Lattice. Adapted from Ref. [57]

This dipole approach solves the problem of charge neutrality but leaves the system polarized. To overcome the polarization effect in the energy calculation, the polarization energy per unit volume is subtracted to achieve the correct Coulomb energy.
value. The whole problem of polarization energy can be avoided altogether, if the basic unit is taken without a dipole moment. For the NaCl crystal system, instead of Na\textsuperscript{+}-Cl\textsuperscript{-} as a basic unit, a sub-unit cell consisting of 4 Na\textsuperscript{+} and 4 Cl\textsuperscript{-} ions, is taken as a basis. Charge neutrality is achieved by adding countercharges at the terminated sphere. If $\Delta q(R_c)$ is the net charge within the cutoff sphere of radius $R_c$ for ion $i$, the Coulomb energy can be written as:

$$E_i^{Mad}(R_c) \approx \sum_{\substack{j \neq i, \quad \langle r_j, R_c \rangle \neq 0}} \frac{q_i q_j}{r_{ij}} \frac{\Delta q(R_c)}{R_c}$$  \hspace{1cm} (2-25)

Figure 2-13. Comparison of the Coulomb energy between charged (open circle) and charge neutral (filled circle) systems as a function of $R_c$. Adapted from reference [52]

A comparison between the charge neutral crystal shell and charged one is shown in Fig. 2-13. Figure 2-13 shows the effect of charge neutrality on the energy calculation and all the fluctuations of the charged system go away. Comparison with real Madelung energy is shown in Fig. 2-14 and it shows a damping effect in the energy calculation by
the direct sum. Energy converges by $1/r$ in the direct sum as seen in Fig. 2-14. This $1/r$ damping effect on energy makes the potential practically very slow and useless for practical uses. That calls for some improvement in the potential.

![Figure 2-14. Comparison between the Madelung energy (open square) and the approximate ones (filled circle) as a function of $R_c$. Adapted from reference [52]](image)

Before suggesting improvement to iron out the damping effect in energy, potential energy in itself needs to be rectified for the direct sum. By terminating energy calculation at $R_c$, forces and stresses beyond $R_c$ become zero, which makes these otherwise physically continuous functions, discontinuous. To retain the continuity of energy, forces and stress, a shifted potential is used instead of the actual potential. Form of this shifted potential is given in Eq. 2-26.

$$V_{sh}^{C}(r_{ij}) = \frac{q_i q_j}{r_{ij}} - \lim_{r_{ij} \to R_c} \left\{ \frac{q_i q_j}{r_{ij}} \right\}$$

(2-26)
By introducing damping term in the shifted potential (Eq. 2-26), fluctuations in the Madelung energy calculation can be flattened out at smaller $R_c$. Damping is introduced in the potential by error function because of its i) simplicity and ii) similarity to the Ewald summation method. After all these modifications, Eq. 2-22 is expressed as follows:

$$E_{\text{Mad}}^{\text{tot}}(R_c) \approx \frac{1}{2} \sum_{i=1}^{N} \sum_{\{x \neq j, r_{ij} < R_c\}} \left( \frac{q_i q_j \text{erfc}(a r_{ij})}{r_{ij}} \right) - \lim_{r_{ij} \to R_c} \left( \frac{q_i q_j \text{erfc}(a r_{ij})}{r_{ij}} \right) - \left( \frac{\text{erfc}(a R_c)}{2 R_c} + \frac{\alpha}{\sqrt{\pi}} \right) \sum_{i} q_i^2$$  \hspace{1cm} (2-27)

Where $\alpha$ is a damping constant. It has been shown for NaCl that the Madelung energy is almost independent of $\alpha$ all the way up to $1.5/a$ for $R_c=1.5a$. Here $a$ is the lattice parameter of NaCl [52]. This method also works very well with disordered systems including liquids and defects.

### 2.8.2 Short-range Interactions

The need for short range interaction comes from the $1/r$ dependence of the Coulomb energy. In the limit "r" approaches zero, the long range interactions diverge which certainly is not the case in a real system. Without any other interactions, two oppositely charged ions would fall into each other and the system energy will become infinite. Various functional forms of short-range interactions have been developed for years, based on the material and properties under investigation. For example, to define characteristics of inert gases or neutral atoms or molecules Lennard-Jones [58] potential is used, for semiconductors Stillinger-Weber [59] potential is used. The Buckingham potential [60] is used in this work, which is widely used to describe ionic materials. The functional form of the Buckingham potential is given by,

$$V_{\text{Buck}}(r_{ij}) = A_y \exp \left( -\frac{r_{ij}}{\rho_y} \right) - C_y \frac{1}{r_{ij}^6}$$  \hspace{1cm} (2-28)
where \( r_{ij} \) is the distance between ions \( i \) and \( j \) and \( A_{ij}, \rho_{ij} \) and \( C_{ij} \) are ion pair \((i,j)\) dependent parameters. The first term of Eq 2-28, embeds the quantum mechanical exchange interaction effect into classical description of interaction. Exchange interaction in simple terms, takes care of the fact that no two electrons can have the same four quantum numbers \((n,l,m_l,m_s)\). Second term of Eq. 2-28 describes the Van der Waals attractive interaction due to dipole interaction. These empirical potentials are developed by fitting to the bulk material properties. That limits its use under extreme conditions such as high energy collisions. A more realistic model to capture the effect at very short range is described by Ziegler, Biersak and Littmark (ZBL) [61]. The ZBL interaction is a screened electrostatic potential of the nucleon-nucleon interaction:

\[
V(r) = \frac{Z_1 Z_2 e}{r} \phi(r) \tag{2-29}
\]

where \( Z_1 \) and \( Z_2 \) are the atomic numbers of the interacting atoms, \( e \) is the electron charge and \( r \) is the interatomic distance. \( \phi(r) \) is the screening function,

\[
\phi(r) = \sum_{i=1,4} A_i \exp\left(-\frac{b_i r}{a_u}\right) \tag{2-30}
\]

where \( A_i \) and \( b_i \) are pre-defined parameters and are given in Table 2-1 and \( a_u \) is:

\[
a_u = \frac{0.8854}{Z_1^{0.23} + Z_2^{0.23}} a_0 \tag{2-31}
\]

where \( a_0 \) is the Bohr radius, 0.539177 Å.
Table 2-1. The ZBL parameters

<table>
<thead>
<tr>
<th>i</th>
<th>A</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1818</td>
<td>3.2000</td>
</tr>
<tr>
<td>2</td>
<td>0.5099</td>
<td>0.9423</td>
</tr>
<tr>
<td>3</td>
<td>0.2802</td>
<td>0.4028</td>
</tr>
<tr>
<td>4</td>
<td>0.02817</td>
<td>0.2016</td>
</tr>
</tbody>
</table>

The potential parameters for the MgO-Nd$_2$Zr$_2$O$_7$ system are summarized in Table 2-2. To incorporate the covalent nature of the crystal in case of MgO and Nd$_2$Zr$_2$O$_7$, partial charges are assigned to ions and are shown as superscripts.

Table 2-2. Potential parameters for the description of MgO-Nd$_2$Zr$_2$O$_7$ system [62, 63]

<table>
<thead>
<tr>
<th>Species</th>
<th>A (eV)</th>
<th>$\rho$(Å)</th>
<th>C (eV Å$^6$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>O$^{-1.7}$-O$^{-1.7}$</td>
<td>35686.18</td>
<td>0.20100</td>
<td>32.00</td>
</tr>
<tr>
<td>Nd$^{+2.55}$-O$^{-1.7}$</td>
<td>2148.14</td>
<td>0.32270</td>
<td>22.59</td>
</tr>
<tr>
<td>Zr$^{+3.4}$-O$^{-1.7}$</td>
<td>1402.57</td>
<td>0.33120</td>
<td>5.10</td>
</tr>
<tr>
<td>Mg$^{+1.7}$-O$^{-1.7}$</td>
<td>929.69</td>
<td>0.29909</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 2-3 summarizes the interaction parameters for MgAl$_2$O$_4$. Every ion is assigned formal charges in this case.

Table 2-3. Short range potential parameters for MgAl$_2$O$_4$ from Ball et al. [64]

<table>
<thead>
<tr>
<th>Species</th>
<th>A (eV)</th>
<th>$\rho$(Å)</th>
<th>C (eV Å$^6$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mg$^{+2}$-O$^{-2}$</td>
<td>1279.69</td>
<td>0.2997</td>
<td>0.00</td>
</tr>
<tr>
<td>O$^{-2}$-O$^{-2}$</td>
<td>9547.96</td>
<td>0.2240</td>
<td>32.0</td>
</tr>
<tr>
<td>Al$^{+3}$-O$^{-2}$</td>
<td>1361.29</td>
<td>0.3013</td>
<td>0.00</td>
</tr>
</tbody>
</table>
Table 2-4 summarizes the interaction parameters for Bi$_4$Ti$_3$O$_{12}$. Every ion is assigned a formal charge in Bi$_4$Ti$_3$O$_{12}$. Three different Ti-O interaction parameters are investigated and labeled by their A parameter values.

<table>
<thead>
<tr>
<th>Species</th>
<th>A (eV)</th>
<th>(\rho) (Å)</th>
<th>C (eV Å$^6$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi$^{+3}$-O$^{-2}$</td>
<td>49529.4</td>
<td>0.2223</td>
<td>0.00</td>
</tr>
<tr>
<td>O$^{-2}$-O$^{-2}$</td>
<td>9547.96</td>
<td>0.2192</td>
<td>32.00</td>
</tr>
<tr>
<td></td>
<td>2131</td>
<td>2131.04</td>
<td>0.00</td>
</tr>
<tr>
<td>Ti$^{+4}$-O$^{-2}$</td>
<td>760</td>
<td>760.47</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>2549</td>
<td>2549.4</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Even though the interactions for Bi$_4$Ti$_3$O$_{12}$ were defined for core-shell model, the shell part is neglected interaction parameters for core-core only are used in this work. In a core-shell model, the electrons of an ion are divided into two parts: core and shell. Core electrons are combined with nucleus and assigned a +ve charge and the shell having all electrons, is given a –ve charge. The charge on each ion is described by the sum of the respective core and shell charges. The core and shell of each ion are connected by either a harmonic or anharmonic spring. For more details, please refer to the article by Dick and Overhauser [68].

**2.9 Ensembles**

Statistical mechanics is a useful method to study a system with large number of particles. It converts microscopic properties of the collections of individual atoms
(positions, velocities, etc.) or molecules to macroscopic bulk properties of materials that can be observed experimentally. The ensemble is simply a statistical equivalent of repeating the same experiment under the same macroscopic conditions but different microscopic ones and expects to observe a range of outcomes. A thermodynamic state of the system can be defined using various state variables: pressure (P), temperature (T), total number of atoms (N). Other thermodynamic properties (density, chemical potential, heat capacity etc.) may be derived using the equation of state and fundamental relations of thermodynamics. Even other microscopic properties, like diffusion coefficient, structure factor which clearly depicts microscopic structure and dynamics at the atomic level are dictated by the variables characterizing the thermodynamic state and not by microscopic properties.

The atomic positions and momenta are coordinates in the phase space ($\Gamma$). For a single particle, its phase space has 3 positions and 3 momenta totaling 6 dimensions. Let us assume, the instantaneous value of a property $\zeta$ can be written as $\zeta(\Gamma)$. Since system evolves with time and macroscopic property $\zeta$ is a time average of all these instantaneous value, and can be written as:

$$\zeta_{\text{obs}} = <\zeta>_{\text{time}} = \lim_{t_{\text{tot}} \to \infty} \frac{1}{t_{\text{obs}}} \int_{0}^{t_{\text{tot}}} \zeta(\Gamma(t)) dt$$  \hspace{1cm} (2-32)

As stated earlier, time evolution of the phase space is governed by the Newton’s equation of motion. As the number of atoms increase in the system, solving Eq. 2-32 becomes a formidable task. Another concern is also the infinite time limit to perform the time average of Eq. 2-32. That can be resolved by taking a long enough time $\tau$ and
solving Newton’s equation of motion in smaller time steps ($\delta t$). Replacing infinite time by $\tau$ and $\delta t$, Eq. 2-32 can be rewritten as:

$$\zeta_{obs} = \langle \zeta \rangle_{time} = \frac{1}{\tau} \sum_{i=1}^{\tau/\delta t} \zeta(\Gamma(i))$$

(2-33)

Equation 2-33 provides a simulated value of the macroscopic property $\zeta$ by taking its time average. Instead of time evolution of the bulk properties, Gibbs suggested replacing time averages by the ensemble average. The ensemble is regarded as a collection of points $\Gamma$ in the phase space. The points are distributed according to a probability density $\rho(\Gamma)$. This density function depends on the chosen fixed macroscopic parameters (NPT, NVE etc). These points are selected from

i) Pair of extensive and intensive quantities including N (total no of particles) or $\mu$ (chemical potential)

ii) The volume (V) or pressure (P)

iii) The energy (E) or related thermodynamic potential or temperature (T)

In general, ensembles are categorized as microcanonical, canonical and grand-canonical based on different macroscopic constraints [44].

The microcanonical ensemble is used to describe the properties of an isolated system with fixed N, V and E and is also referred to as the NVE ensemble.

The canonical ensemble is a set of systems which can share its energy and maintains a constant temperature. They are in constant contact with a heat bath or reservoir and exchange energy to maintain a constant temperature. It is referred as NVT ensemble.

The grand canonical ensemble is a collection of systems which are in thermal contact with a heat bath or reservoir and can exchange particles. It can be viewed as an
extension of a canonical ensemble with the addition of particle exchange. The chemical potential $\mu$ is introduced to define the fluctuations in the number of particles. These three ensembles are not sufficient to cover all the experimental constraints. A list of all the statistical ensembles is given in Table 2-5.

Table 2-5. Summary of the eight statistical ensembles. For specific conditions the internal energy $E$ is modified as the enthalpy ($H = E + PV$), the Hill energy ($L = E - \sum \mu_i N_i$), and the Ray enthalpy ($R = E + PV - \sum \mu_i N_i$) [69].

<table>
<thead>
<tr>
<th>Fixed Variable</th>
<th>Ensemble</th>
</tr>
</thead>
<tbody>
<tr>
<td>NVE</td>
<td>Microcanonical</td>
</tr>
<tr>
<td>NVT</td>
<td>Canonical</td>
</tr>
<tr>
<td>NPT</td>
<td>Isothermal-Isobaric (Gibbs)</td>
</tr>
<tr>
<td>NPH</td>
<td>Isoenthalpic-Isobaric</td>
</tr>
<tr>
<td>$\mu$VT</td>
<td>Grand-canonical</td>
</tr>
<tr>
<td>$\mu$VL</td>
<td>Grand-microcanonical</td>
</tr>
<tr>
<td>$\mu$PR</td>
<td>Grand Isothermal-Isobaric</td>
</tr>
<tr>
<td>$\mu$PT</td>
<td>Generalized</td>
</tr>
</tbody>
</table>

A generalized ensemble is not physical as its size is not specified [69]. Since in the simulations, mostly NPT and NVE ensembles are applied, it becomes important to briefly discuss the implementation of constant temperature and pressure in the simulation.

2.9.1 Pressure Control

The pressure control procedure developed by Andersen [70] and subsequently extended by Parrinello-Rahman [71], is now a standard tool. In a constant pressure simulation, the volume of the system fluctuates. Atom co-ordinates are redefined as
where, $V$ is the box volume. Let us imagine the fluid to be simulated is in a container of variable volume $V$ and is compressed by a piston. $M$ is the mass of the piston and $P$ is the pressure applied. Let us also assume that the volume change is isotropic or, equivalently an equal pressure is applied from all the directions (hydrostatic pressure).

This scenario can be represented by a Lagrangian given as follows:

$$L = \frac{1}{2} m V^{7/3} \sum_{i=1}^{N} \rho_i \rho_i - \sum_{i<j=1}^{N} u\left(V^{1/3} \rho_{ij}\right) + \frac{1}{2} M V^2 - PV$$

(2-35)

The first two terms of Eq. 2-35 are the Lagrangian of the fluid in the container, third term corresponds to the kinetic energy of the piston and the last term refers to the potential energy of the piston. After constructing the Hamiltonian and forming equation of motions, the trajectory of each atom can be derived as follows:

$$\frac{Md^2 V_i}{dt^2} = -P + \frac{1}{V} \left(\frac{2}{3} \sum_{i=1}^{N} \rho_i \pi_i \pi_i - \frac{1}{3} \sum_{i<j=1}^{N} \frac{\partial r_i}{\partial r_i} \pi^i \pi^j \right)$$

(2-36)

where, $\rho_i$ is defined as $\pi_i / V^{1/3}$ and $\pi$ is the conjugate momentum of $\rho$ (atomic coordinates, as defined in Eq. 2-34). This method was extended by Parrinello and Rahman (PR) [71] to anisotropic stress. These methods are not good to capture first order phase transitions [72] for non periodic systems [73]. First order phase transition in PR scheme does not take place via nucleation and growth. Instead it takes place as a collective transformation which might result in an overestimation of the energy barrier for the phase transition. This can result in missing intermediate phases and lowers the predictive power of the PR scheme. To overcome these issues, a new method has been
developed by Martoňák, Laio and Parrinello [74]. Another scheme has been developed for finite system sizes by Sun and Gong [73]

2.9.2 Temperature Control

Most experiments are carried out at constant pressure and temperature. Usually, temperature is related to the average kinetic energy of the system as

$$\langle KE \rangle = \left( \sum_i \frac{m v_i^2}{2} \right) = \frac{3}{2} N k_b T$$  \hspace{1cm} (2-37)

This issue is resolved by implementing a thermostat in MD. A simulated system is in constant contact with a heat bath or reservoir that acts as a thermostat.

The first and simplest method to implement constant temperature in MD simulation is a momentum-scaling algorithm proposed by Woodcock in 1971 [75]. In this method, at each simulation step, the velocity of each particle is rescaled to keep the average kinetic energy at the desired constant value calculated by Eq 2-37. It is also known as velocity rescaling method. Rescaled velocity is given by:

$$v_{i\text{ (rescaled)}} = \sqrt{\frac{T_{i\text{ arg et}}}{T}} v_i$$  \hspace{1cm} (2-38)

Various other methods to implement constant temperature in MD simulation have been reviewed here [44, 76]. They are proposed by Nosé [77], Hoover et al.[78] and Evans and Morriss [79], Haile and Gupta [80] and an extension to the extended system method of Nosé [76] by Hoover [81] that is known as Nosé-Hoover algorithm. Because of its simplicity, velocity rescaling method is used for the simulations.
2.10 Thermal Expansion Simulation

As a starting point in the simulation of thermal conductivity, coefficient of thermal expansion is computed using simulation. Thermal expansion is related to the lattice parameter to the first order, as follows:

\[
\frac{a}{a_0} = 1 + \alpha T
\]  

(2-39)

where “a” is lattice parameter at temperature T and \(a_0\) is the lattice parameter of the system at \(T = 0\) K and \(\alpha\) is the linear thermal expansion. To the first order approximation \(\alpha\) can be computed by plotting \(a/a_0\) as a function of temperature.

In the simulation, a cubic system is generated to calculate thermal expansion in all the directions. To compute thermal expansion, NPT ensemble is used and simulations are run at various temperatures to get a good profile between lattice parameter and temperature.

2.11 Thermal Conductivity Simulation

Fourier law relates the heat flux to the temperature gradient on a material:

\[
J_i = -\kappa_{ij} \frac{\partial T}{\partial x_j}
\]  

(2-40)

where \(J_i\) is the \(i^{th}\) component of heat flux (energy per unit area per unit time), \(\kappa_{ij}\) is an element of conductivity tensor and \(\partial T/\partial x_j\) is the temperature gradient along \(j\) direction.

Experimentally, the thermal conductivity is measured using thermal diffusivity and the following relation

\[
\kappa = \alpha \rho C_p
\]  

(2-41)

where \(\alpha\) is the thermal diffusivity, \(\rho\) is the density and \(C_p\) is the specific heat capacity at constant pressure. Laser flash is the most widely used method to calculate thermal
diffusivity and is described in detail by Parker et al. [82]. In brief, a few millimeters thick thermally insulated sample is irradiated with a high-intensity short-duration light pulse and temperature history of the rear surface is measured. The thermal diffusivity is measured from the shape of temperature evolution with time curve at the rear surface. A schematic of flash method is shown in Fig. 2-15. In simulation, it can be determined by two ways: Non equilibrium MD (NEMD: direct method) [63, 79, 83-91] or equilibrium MD (EMD: Green-Kubo method) [83, 92-97].

Figure 2-15. Schematic of flash diffusivity measurement and temperature rise curve. Adapted from the Ref [98].

The simulation set-up to measure thermal conductivity for direct method is shown in Fig. 2-16. System in direct method is set-up in a way that it is of cylindrical shape.
This size constraint (longer in one direction: \( z \) compared to other two: \( x \) and \( y \)) transforms Eq. 2-41 into scalar form as given below:

\[
J = -\kappa \frac{\partial T}{\partial z}
\]  

(2-42)

Figure 2-16. Schematics representation of simulation set-up for direct method (NEMD). Simulation cell has length \( L_z \) and heat source and sink both have thickness \( \delta \) and at a distance \( L_z/4 \) from the edge/center of the cell. \( \Delta \varepsilon \) energy is added and removed at the source and sink respectively. Figure is adapted from reference [99].

To simulate the thermal conductivity, the system set-up follows these steps:

1. Coefficient of thermal expansion is calculated at the desired temperature (Section 2-10).
2. System is equilibrated at 0 K.
3. Expansion coefficient is applied to the relaxed structure and equilibrated at the set temperature.
4. Once the system reaches equilibrium at the set temperature, the temperature gradient is generated by giving extra energy to the atoms at the heat source and removing the same amount of energy from the atoms at the heat sink region.
5. This sets up a temperature gradient and its average over time is used to compute the thermal conductivity using Eq. 2-42.

The size of the simulation cell strongly affects the value of thermal conductivity determined, as illustrated in the case of Si [99]. When the simulation cell is smaller than the phonon mean free path, thermal conductivity is limited by system size. This is known as the Casimir limit. To account for this effect, the thermal conductivity is calculated as a function of system size and then extrapolated to infinite system size. Following is the physics behind this phenomena and methodology to overcome the issue.

By applying the kinetic theory of gases, the thermal conductivity was shown to be equal to:

\[ \kappa = \frac{1}{3} c v l \]  

(2-43)

where, \( c \) is the specific heat, \( v \) is the group velocity and \( l \) is the effective mean free path of the phonons. Specific heat above the Debye temperature is given by the Dulong-Petit value for a non-interacting gas:

\[ c = \frac{3}{2} k_B n \]  

(2-44)

where, \( k_B \) is the Boltzmann constant and \( n \) is the number density of the ions. For a unit cell of volume \( V \) and total number of ions \( N \), \( n \) is given as \( N/V \). Group velocity \( v \) can be expressed as: \( v = \left( \frac{v_L + 2v_T}{3} \right) \), where \( v_L \) and \( v_T \) are the longitudinal and transverse sound velocities. For a simulation cell of length \( L_z \), the phonon mean free path is \( L_z/4 \) (As shown in Fig. 2-16, heat source and heat sink are at \( L_z/4 \)). If \( l_\infty \) is the phonon mean
free path for infinite system, then the effective mean free path for system size with $L_z$ length is given by [99]:

$$I^{-1}_{\text{eff}} = I^{-1}_\infty + \frac{4}{L_z}$$

(2-45)

The final expression for thermal conductivity is:

$$\kappa = \frac{1}{3} \left( \frac{3}{2} k_B N \left( \frac{\nu_L + 2\nu_T}{3} \right) \left( \frac{1}{I_\infty} + \frac{4}{L_z} \right) \right)^{-1}$$

(2-46)

For a cubic system, the thermal conductivity and system size relation reduces to:

$$\frac{1}{\kappa} = \frac{2a^3}{k_B N v \left( \frac{1}{I_\infty} + \frac{4}{L_z} \right)}$$

(2-47)

Equation 2-47 shows a linear relation between the inverse of thermal conductivity and inverse of system size. The methodology to infer thermal conductivity for infinite system size can be simply achieved by extrapolating the thermal conductivity values at $1/L_z=0$. This approach has been applied to Si and diamond single crystals [99] and will be used here.

In case of thermal conductivity, the coefficient of thermal expansion and elastic properties are calculated first. “Anharmonic analysis” is used to correct simulated thermal conductivity values based on the fidelity of interaction parameters with experimental thermal expansion and bulk modulus values. Details of the analysis are presented in chapter-4 with MgO-Nd$_2$Zr$_2$O$_7$ results.
3.1 General Introduction

Crystallography is formed from two Greek words, *crystallon* meaning frozen drop/cold drop, and *grapho* meaning write. Crystallography refers to the science of determining the arrangement of atoms in solids. Crystallography also provides insight into material properties and plays a major role in many subjects, including mineralogy, physics, materials science, chemistry, geology, geophysics and medicine. In essence, it encompasses various areas of science and engineering.

Materials with the same chemical composition exhibit different properties based upon their crystal structures. For example, graphite and diamond both are forms of carbon but differ in crystal structure and show disparity in almost all physical properties. Another example is PbTiO$_3$, which is cubic at room temperature and paraelectric but as it changes to the tetragonal structure at 763 K shows ferroelectricity [100].

The structure of a material can be understood as a description of the arrangement of the components that make up the material. All the atoms/ions can be taken as building blocks of the materials, especially solids. The limiting factor here is the sheer number of atoms to describe a small piece of material. For example a tiny cube of salt (NaCl) has approximately $10^{20}$ atoms. If a material is perfectly ordered, then by exploiting periodicity, a smaller representative unit of NaCl can be used to describe NaCl for any length scale. The smallest representative unit of any structure is called its unit cell. Standard descriptions of all the space groups are given in The *International Tables for Crystallography* [101]. Both Hermann-Mauguin and Schönflies notations are used to describe the symmetry of the materials investigated. Schönflies notation is
adequate only to describe the point group and thus generally used in spectroscopy.
Hermann-Mauguin notation is generally used in crystallography because it includes
space group symmetry also in the notation.

### 3.2 MgO: Rocksalt Crystal Structure

The rocksalt structure is named after NaCl (halite). Almost every alkali halide,
sulfide, selenide and telluride form rocksalt structure [102]. Almost one third of all MX
type compounds crystallize to the rock-salt structure, where M is the cation and sits at
(0, 0, 0) and X is an anion and sits at (0, 0, 1/2). MgO has the rocksalt crystal structure.
The equal number of cations and anions in the rocksalt structure are arranged as
interpenetrating FCC sublattices. The unit cell of rocksalt crystal structure with MgO as
an example is shown in Fig. 3-1, with O as large ions and Mg as smaller ions. The
conventional cubic unit cell contains 4 formula units of MgO (Z=4).

Figure 3-1. Conventional cubic unit cell of MgO. Mg (small circle) and O (big circle)
The rocksalt structure belongs to the $Fm\bar{3}m$ ($O_h^5$, No. 225 in the international table) space group, where $Fm\bar{3}m$ is space group representation in Hermann-Maugin and $O_h^5$ is in Schönflies notation. $O_h^5$ represents octahedral symmetry (four 3-fold axes along body diagonals with three 4-fold axes along the faces) and mirror planes. In Hermann-Maugin notation, $F$ represents a face center cubic structure and $m\bar{3}m$, a short form for $\frac{4}{m}\overline{3}\overline{2}/m$ point group represents operations along the primary <001>, secondary <111> and tertiary <110> direction of the cubic system.

For MgO, the 4/m represents four-fold rotational symmetry at the corners and the cell center, and a mirror perpendicular to the rotational axis [100] (Fig. 3-2(a)). The $\bar{3}$ symmetry represents the roto-inversion along the body diagonal [111] of the unit cell (Fig. 3-2(b)). The 2/m symmetry operation represents the two-fold rotation along the edges of the unit cell, and a mirror plane perpendicular to the axis of rotation (Fig. 3-2(c)).

![Diagram showing three different symmetry operations](image)

Figure 3-2. Schematics showing three different symmetry operations represented by MgO A) A four-fold rotation symmetry along [100]. B) A three-fold inversion symmetry along [111]. C) A two-fold rotation symmetry along [110].
The lattice parameter of MgO unit cell is 4.191 Å [103]. Table 3-1 lists the site symmetry, the Wyckoff position and coordinates of the atoms for rocksalt structure AX.

<table>
<thead>
<tr>
<th>Ion</th>
<th>Wyckoff position</th>
<th>Site symmetry</th>
<th>Coordinates</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>4a</td>
<td>O$_h$</td>
<td>(0,0,0; 0,1/2,1/2; 1/2, 0, 1/2; 1/2, 1/2, 0) +</td>
</tr>
<tr>
<td>X</td>
<td>4b</td>
<td>O$_h$</td>
<td>1/2,1/2,1/2</td>
</tr>
</tbody>
</table>

The first column of Table 3-1 lists the ions present in the system (for example, AX has cation A and anion X). The second column gives information about Wyckoff position that represents a total number of equivalent points. The letter in the Wyckoff position goes in alphabetic order from high to low symmetry, for example ‘a’ is assigned to the equipoint having the least number of equivalent points. The third column contains information about the point symmetry of the corresponding position. The last column gives the coordinates of the ions. The positions under the “coordinates” title are called the generators. All the positions of atoms/ions are calculated by adding the coordinates to the generators. For example, from Table 3-1, ion A has 4 multiplicity and all 4 positions are calculated by adding (0,0,0) to (0,0,0), (0,1/2,1/2), (1/2,0,1/2) and (1/2,1/2,0). Similarly, coordinates of X can be calculated by adding (1/2,1/2,1/2) to (0,0,0), (0,1/2,1/2), (1/2,0,1/2).

3.3 Nd$_2$Zr$_2$O$_7$: Pyrochlore Crystal Structure

Nd$_2$Zr$_2$O$_7$ (NDZ) belongs to the pyrochlore family and has general formula A$_2$B$_2$O$_7$ [104]. The space group for pyrochlore structure is $Fd\bar{3}m$ ($Fd\bar{3}m$, $O_h^+$ No. 227 in the international table [101]). Similar to the rocksalt crystal symmetry, pyrochlore also has 3-fold roto-inversion along (111) and 2-fold rotation axis with perpendicular
mirror along (110). Instead of 4-fold rotation axis with perpendicular mirror plane, this has $4_1$ screw axis with diamond glide. A screw axis (helical axis or twist axis) is a combination of rotation plus translation symmetry. $4_1$ screw axis represents a rotation of $90^0 (360^0/4)$ and translation of $\frac{1}{4}$ of the lattice vector parallel to the rotation axis.

The crystal structure of pyrochlore materials is closely related to the fluorite structure. There are two main differences between the fluorite and pyrochlore crystal structures: anions occupy all 8 tetrahedral sites in fluorite and only 7 in pyrochlore, and pyrochlores have approximately twice the lattice spacing of fluorite structures, i.e. one unit cell of pyrochlore structure can be divided into 8 sub units with each sub unit similar to a fluorite structure [105]. Figure 3-3 shows one-eighth of the pyrochlore structure and the fluorite structures side by side.

![Figure 3-3. A) Pyrochlore sub unit (1/8) B) Fluorite unit cell](image)

Cations A and B are 8- and 6-fold coordinated respectively, and can have either $+3$ and $+4$ or $+2$ and $+5$ oxidation states. Based on the charge and oxidation state, the ionic radius of cation A should lie within 0.087-0.151 nm [105]. Similarly ionic radius of B should lie in the range of 0.040-0.078 nm [105]. Furthermore, the radius ratio of $r_A/r_B$
should lie between 1.29-2.30 [105, 106]. Generally for the +3/+4 pyrochlores, lanthanides (3+) occupy A sites and 4+ cations take the B sites.

As seen in Fig. 3-3, cations sit at the corner and face center positions; while anions occupy tetrahedral sites. In pyrochlore, the cations form face centered cubes and are ordered in alternate (110) and (1 1 0) rows (face diagonals). The anions are located in all of the tetragonal sites except the ones which are surrounded by the A cations only [104]. The unit cell of pyrochlore is composed of two types of sub-unit cells, arranged in alternate manner.

Type I. The A cations form face diagonal at the upper right-hand corner and missing anion is at the lower left-hand. (Fig. 3-4A)

Type II. The A cations form face diagonal at the lower left-hand corner and missing anion is at the opposite corner. (Fig. 3-4B)

Figure 3-4. Two types of subcells, that forms the unit cell of pyrochlore with alternate mixing [107]

The structural difference of one less anion to complete the cube inside the cell identifies two types of cations in the system. They are denoted by $X$ and $X'$, where $X'$ is the diagonally situated cation from the vacant site and rest are defined by $X$. The unit cell of pyrochlore contains equal number of Type-I and Type-II subcells and is arranged
in a manner that only different types of subcells become neighbors. Figure 3-4 shows one typical arrangement of both types of subcells. Due to this structural feature, the lattice parameter of NDZ is \((a = 8.089 \, \text{Å})\) which is almost double that of MgO \((a = 4.202 \, \text{Å})\). This difference becomes important when composite structures of MgO and NDZ are built for the simulations. The polycrystalline structures of MgO and NDZ are used to separate out the interface effects of each individual component of the proposed inert matrix system. Structural information for pyrochlore crystal structure including location, site symmetry and coordinates with origin fixed at Zr cation, are given in Table 3-2.

Table 3-2. Pyrochlore \(\text{A}_2\text{B}_2\text{X}_6\text{X'x}\) crystal structure with origin at B cation [104]

<table>
<thead>
<tr>
<th>Ion</th>
<th>Wyckoff position</th>
<th>Site symmetry</th>
<th>Coordinates</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>16d</td>
<td>(D_3d)</td>
<td>(1/2,1/2,1/2; 1/2,1/4,1/4; 1/4,1/2,1/4; 1/4,1/4,1/2)</td>
</tr>
<tr>
<td>B</td>
<td>16c</td>
<td>(D_3d)</td>
<td>(0,0,0; 0,1/4,1/4; 1/4,02,1/4; 1/4,1/4,0)</td>
</tr>
<tr>
<td>X</td>
<td>48f</td>
<td>(C_{2v})</td>
<td>(x,1/8,1/8; -x,7/8,7/8; 1/4-x,1/8,1/8; 3/4+x,7/8,7/8)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1/8,x,1/8; 7/8,-x,7/8; 1/8,1/4-x,1/8; 7/8,3/4+x,7/8)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1/8,1/8,x; 7/8,7/8,-x; 1/8,1/8,1/4-x; 7/8,7/8,3/4+x)</td>
</tr>
<tr>
<td>X'</td>
<td>8b</td>
<td>(T_d)</td>
<td>(3/8,3/8,3/8; 5/8,5/8,5/8)</td>
</tr>
</tbody>
</table>

From Table 3-2, value of \(x\) ranges from 0.3125 to 0.375 and depend on the specific composition. Exact value of \(x\) can be determined by experimentally characterizing the sample using for example X-ray diffraction, neutron diffraction.

3.4 MgAl\(_2\)O\(_4\): Spinel Crystal Structure

The general formula for the spinel compounds is \(\text{AB}_2\text{O}_4\), where \(A\) is usually a divalent cation and \(B\) is a trivalent cation. In this thesis, \(A\) is \(\text{Mg}^{2+}\) and sits on 8a tetrahedral sites, and \(B\) is \(\text{Al}^{3+}\) and occupies the 16b octahedral sites. The cubic unit cell contains 8 formula units for a total of 24 cations (8 Mg ions and 16 Al ions) and 32
anions (all O ions). This unit cell can be considered as consisting of 8 cubic subunits, as shown in Fig. 3.5. Bragg [108] and Nishikawa [109] determined the crystal structure of spinel in the early 1900s. The majority of spinels belong to space group $Fd\bar{3}m$ ($O_h^7$, No. 227 in the international table [101]).

![Cubic spinel unit cell](image)

Figure 3-5. Cubic spinel unit cell with Mg (blue, medium sized), Al (green, small) and O (red, large) atoms. The unit cell can be considered as being divided into 8 subunits with Mg tetrahedral (blue) and Al octahedral (green) in alternating sub cells.

There are total 64 octahedral and 32 tetrahedral interstices between anions in the spinel unit cell. Among these, 8 tetrahedral interstices are occupied by A cation and 16 octahedral interstices by B cation in the normal spinel structure. The atomic positions in the spinel structure depend largely on the choice of origin in the $Fd\bar{3}m$ space group. Two different points with point symmetries $\bar{4}3m$ and $\bar{3}m$ are possible choices for the origin. Table 3-3 lists the atomic positions for normal spinel structure with both origin choices.
Table 3-3. Fractional coordinates for atomic positions and vacancies for spinel [110]

<table>
<thead>
<tr>
<th>Lattice Site</th>
<th>Wyckoff Position</th>
<th>Point Symmetry</th>
<th>Fractional coordinates (0,0,0; 0,1/2,1/2; 1/2, 0, 1/2; 1/2, 1/2, 0)+</th>
<th>Origin</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-site</td>
<td>8a</td>
<td>43m</td>
<td>0,0,0; 1/4, 1/4, 1/4</td>
<td>1/8, 1/8, 1/8, 7/8, 7/8, 7/8</td>
</tr>
<tr>
<td>B-site</td>
<td>16d</td>
<td>3m</td>
<td>5/8, 5/8, 5/8, 5/8, 7/8, 7/8</td>
<td>1/2, 1/2, 1/2, 1/2, 1/4, 1/4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>7/8, 7/8, 7/8, 7/8, 7/8</td>
<td>1/4, 1/4, 1/4, 1/4, 1/4, 1/4</td>
</tr>
<tr>
<td>X</td>
<td>32e</td>
<td>3m</td>
<td>1/4 - u, 1/4 - u, 1/4 - u, 1/4 - u, 1/4 - u, 1/4 - u</td>
<td>1/4 - u, 3/4 - u, 3/4 - u, 3/4 - u, 3/4 - u, 3/4 - u</td>
</tr>
<tr>
<td>Tetrahedral</td>
<td>8b</td>
<td>43m</td>
<td>1/2, 1/2, 1/2</td>
<td>3/8, 3/8, 3/8</td>
</tr>
<tr>
<td>Octahedral</td>
<td>16c</td>
<td>3m</td>
<td>1/8, 1/8, 1/8, 1/8, 3/8, 3/8</td>
<td>0,0,0; 0, 1/4, 1/4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3/8, 3/8, 3/8, 3/8, 3/8, 3/8</td>
<td>1/4, 0, 1/4, 1/4, 1/4, 0</td>
</tr>
<tr>
<td>Tetrahedral</td>
<td>48f</td>
<td>mm</td>
<td>1/4, 0, 0, 1/4, 0, 1/4</td>
<td>3/8, 3/8, 3/8, 1/8, 1/8, 1/8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0, 1/4, 1/4, 1/4</td>
<td>1/8, 1/8, 1/8, 1/8, 1/8, 1/8</td>
</tr>
</tbody>
</table>

The oxygen atoms sit at \((u,u,u)\) where \(u\) is approximately \(1/4\). For each spinel structure, permissible values of \(u\) can be calculated based on the cations radii and charges. The value of \(u\) changes with inversion and that in effect changes the lattice.
parameter of the structure. The relation between bond lengths and lattice parameter is
given as [111]:

\[
a = \frac{40d_T + 8\sqrt{33}d_O^2 + 8d_T^2}{11\sqrt{3}}
\]  

(3-1)

where, \(a\) = unit cell edge or lattice parameter

\(d_O\) = bond length of cation-O at octahedral site

\(d_T\) = bond length of cation-O at tetrahedral site

**Cation Arrangement:** It has long been established that spinel crystals can
accommodate significant amount of cation disorder or so called “variate atom
equipoints” [112, 113]. The structure with cation disorder is termed as “inverse spinel”,
introduced by Verwey and Heilmann [114]. Inversion is traditionally denoted by \(i\) and is
given as:

\[
i = \frac{\text{No. of Al on tetrahedral sites}}{\text{Total no. of Mg}}
\]  

(3-2)

The value of \(i\) ranges from 0 to 1, where 0 has all the cations on their normal
crystal sites (Mg at tetrahedral and Al on octahedral) and 1 refers to the structure with
all the Mg on octahedral sites and Al equally divided on octahedral and tetrahedral sites.

Based on inversion, disorder in the spinel structure is described by \(Q\), which is defined
as [115, 116]:

\[
Q = 1 - \frac{3i}{2}
\]  

(3-3)

The value of \(Q\), ranges from 1\((i=0)\) to -0.5 \((i=1)\). \(Q\) is 0 for randomly disordered
structure \((i=2/3)\). The modified structural formula is used to project cation disorder in the
system \[ \left[ M(2)^{q+} M(1)^{p+} \right]^{4p} \left[ M(1)^{p+} M 2^{q+} \right]^{2} X_{4} \]

where \( M(1)^{p+} \) refers to divalent and \( M(2)^{q+} \) to trivalent cations. The first bracket represents the cation arrangement on tetrahedral sites. Similarly the second bracket represents cation arrangement on octahedral sites.

### 3.5 Bi\(_4\)Ti\(_3\)O\(_{12}\): Aurivillius Crystal Structure

Bismuth layer compounds belong into the Aurivillius family of layered perovskite and are denoted by \((\text{Bi}_2\text{O}_2)^{2+}(A_{n-1}B_n\text{O}_{3n+1})^{2-}\) [117]. The crystal structure can be visualized as alternate stacking of \((A_{n-1}B_n\text{O}_{3n+1})^{2-}\) perovskite layers and \((\text{Bi}_2\text{O}_2)^{2+}\) fluorite-like layers along the c-axis, where \(n\) represents the number of perovskite layers between \(\text{Bi}_2\text{O}_2\) layers. Various compounds with different \(n\) values have been prepared and are presented in Table 3-4.

<table>
<thead>
<tr>
<th>(n) value</th>
<th>Material</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Bi(_2)WO(_6)</td>
<td>Rae et al. [118]</td>
</tr>
<tr>
<td>2</td>
<td>Bi(_2)SrNb(_2)O(_9)</td>
<td>Ismunandar et al. [119, 120]</td>
</tr>
<tr>
<td>3</td>
<td>Bi(_4)Ti(<em>3)O(</em>{12})</td>
<td>Aurivillius [117]</td>
</tr>
<tr>
<td>4</td>
<td>Bi(_5)Ti(<em>3)MnO(</em>{15})</td>
<td>Kumar et al. [121]</td>
</tr>
<tr>
<td>5</td>
<td>Bi(_2)Ba(_2)Ti(<em>5)O(</em>{18})</td>
<td>Aurivillius and Fang [122]</td>
</tr>
</tbody>
</table>

Bismuth titanate Bi\(_4\)Ti\(_3\)O\(_{12}\) (BIT) belongs to Aurivillius structure family with \(n=3\) value. The crystal structure of BIT in ferroelectric phase \((T >950\, \text{K})\) is tetragonal with \(I4/mmm\) symmetry and has \(a\sim3.85\, \text{Å} \) and \(c \sim 32.832\, \text{Å} \) [118]. As temperature is lowered, the system undergoes structural changes and forms a lower symmetry
structure with “a” and “b” lattice constants elongated by $\sim \sqrt{2}$ of their tetragonal structure values.

Figure 3-6. Unit cell of Bi$_4$Ti$_3$O$_{12}$ for A) low temperature monoclinic structure B) high temperature tetragonal structure, Bi is violet, O is red and Ti is light blue

Figure 3-6 compares the high temperature tetragonal structure with low temperature structure. The atomic positions for tetragonal as well as low temperature monoclinic structure are given in Tables 3-5 and 3-6, respectively. Low temperature lattice parameters are taken as $a=5.450 \text{ Å}$, $b=5.4059 \text{ Å}$, and $c=32.832 \text{ Å}$ and all the angles $90^0$ [123]. There is no consensus over the low temperature crystal structure of BIT and scientific community is divided between orthorhombic and monoclinic
structures. A list of experimental investigations and their conclusion on the structure of BIT is shown in Table 3-7.

### Table 3-5. Fractional coordinates for tetragonal structure (I4/mmm) of BIT [124]

<table>
<thead>
<tr>
<th>Atom</th>
<th>Site</th>
<th>Fractional coordinates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi</td>
<td>4a</td>
<td>0.5 0.5 ±0.5667</td>
</tr>
<tr>
<td>Bi</td>
<td>4a</td>
<td>0.5 0.5 ±0.0662</td>
</tr>
<tr>
<td>Ti</td>
<td>4a</td>
<td>0.0 0.0 ±0.0</td>
</tr>
<tr>
<td>Ti</td>
<td>4a</td>
<td>0.0 0.0 ±0.1259</td>
</tr>
<tr>
<td>O</td>
<td>4a</td>
<td>0.0 0.5 ±0.1141</td>
</tr>
<tr>
<td>O</td>
<td>4a</td>
<td>0.0 0.0 ±0.1141</td>
</tr>
<tr>
<td>O</td>
<td>4a</td>
<td>0.5 0.0 ±0.0593</td>
</tr>
<tr>
<td>O</td>
<td>4a</td>
<td>0.0 0.0 ±0.1802</td>
</tr>
<tr>
<td>O</td>
<td>4a</td>
<td>0.0 0.5 0.25</td>
</tr>
<tr>
<td>O</td>
<td>4a</td>
<td>0.5 0.0 0.25</td>
</tr>
</tbody>
</table>

### Table 3-6. Fractional coordinates for monoclinic structure (B1a1) of BIT [125]

<table>
<thead>
<tr>
<th>Atom</th>
<th>Site</th>
<th>Fractional coordinates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi</td>
<td>4a</td>
<td>0.0407 0.5041 0.5667</td>
</tr>
<tr>
<td>Bi</td>
<td>4a</td>
<td>0.0427 0.4777 0.7104</td>
</tr>
<tr>
<td>Ti</td>
<td>4a</td>
<td>0.0849 -0.0044 0.4969</td>
</tr>
<tr>
<td>Ti</td>
<td>4a</td>
<td>0.0948 0.0014 0.6279</td>
</tr>
<tr>
<td>O</td>
<td>4a</td>
<td>0.3401 0.2710 0.5086</td>
</tr>
<tr>
<td>O</td>
<td>4a</td>
<td>0.3036 0.2389 0.2473</td>
</tr>
<tr>
<td>O</td>
<td>4a</td>
<td>0.1375 -0.0614 0.5585</td>
</tr>
<tr>
<td>O</td>
<td>4a</td>
<td>0.0879 0.0406 0.6815</td>
</tr>
<tr>
<td>O</td>
<td>4a</td>
<td>0.3212 0.2747 0.6118</td>
</tr>
<tr>
<td>O</td>
<td>4a</td>
<td>0.4071 -0.2036 0.6257</td>
</tr>
<tr>
<td>Bi</td>
<td>4a</td>
<td>0.0429 0.4991 0.4332</td>
</tr>
<tr>
<td>Bi</td>
<td>4a</td>
<td>0.0386 0.5170 0.2878</td>
</tr>
<tr>
<td>Ti</td>
<td>4a</td>
<td>0.0884 0.0093 0.3716</td>
</tr>
<tr>
<td>O</td>
<td>4a</td>
<td>0.3884 -0.2203 0.4944</td>
</tr>
<tr>
<td>O</td>
<td>4a</td>
<td>0.3213 -0.2443 0.7480</td>
</tr>
<tr>
<td>O</td>
<td>4a</td>
<td>0.1215 0.0638 0.4402</td>
</tr>
<tr>
<td>O</td>
<td>4a</td>
<td>0.1039 -0.0573 0.3187</td>
</tr>
<tr>
<td>O</td>
<td>4a</td>
<td>0.3418 -0.2720 0.3890</td>
</tr>
<tr>
<td>O</td>
<td>4a</td>
<td>0.3899 0.2095 0.3775</td>
</tr>
</tbody>
</table>

Aurivillius in his X-ray diffraction study conceived the structure as orthorhombic with space group $Fmmm$. Later neutron diffraction studies suggested the orthorhombic
structure with $B2cb$ space group (#41, in the international table [101]) [126, 127]. In other studies using single crystal X-ray diffraction, Rae et al. [123] and Shimakawa et al. [128] reported the monoclinic structure with the $B1a1$ space group (#7, in the international table [101]). From the crystallography perspective, the only difference between $B1a1$ and $B2cb$ space group is the absence or presence of b-glide. Experimentally, it is very hard to differentiate between these two space groups. The controversy arises because all of these possible structures are subgroups of I4/mmm. Figure 3-7 represents a group-subgroup graph connecting the space groups I4/mmm and B1a1. Table 3-7 summarizes the experimental investigations and their results for the structure of BIT.

Table 3-7. Historical preview for structures of BIT

<table>
<thead>
<tr>
<th>Year</th>
<th>Method</th>
<th>Structure</th>
<th>Lattice Parameters</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1949</td>
<td>Single crystal X-ray</td>
<td>B2cb</td>
<td>a=5.410 Å</td>
<td>Aurivilius [117]</td>
</tr>
<tr>
<td></td>
<td>(Orthorhombic)</td>
<td></td>
<td>b=5.448 Å</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>c=32.800 Å</td>
<td></td>
</tr>
<tr>
<td>1971</td>
<td></td>
<td>B2cb</td>
<td>a=5.448 Å</td>
<td>Dorrian et al. [127]</td>
</tr>
<tr>
<td></td>
<td>(Orthorhombic)</td>
<td></td>
<td>b=5.411 Å</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>c=32.83 Å</td>
<td></td>
</tr>
<tr>
<td>1990</td>
<td>No b glide $\rightarrow$ polarization</td>
<td>B1a1</td>
<td>a=5.45 Å</td>
<td>Rae et al. [123]</td>
</tr>
<tr>
<td></td>
<td>along c-axis</td>
<td>(Monoclinic)</td>
<td>b=5.4059 Å</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>c=32.832 Å</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\beta=90^0$</td>
<td></td>
</tr>
<tr>
<td>Year</td>
<td>Method</td>
<td>Structure</td>
<td>Lattice Parameters</td>
<td>Reference</td>
</tr>
<tr>
<td>------</td>
<td>----------------------------------</td>
<td>--------------</td>
<td>-------------------</td>
<td>----------------------------</td>
</tr>
<tr>
<td>1999</td>
<td>Neutron power diffraction</td>
<td>B2cb</td>
<td>a=5.444 Å</td>
<td>Hervoches and Lightfoot [126]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Orthorhombic)</td>
<td>b=5.4086 Å</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>c=32.8425 Å</td>
<td></td>
</tr>
<tr>
<td>2001</td>
<td>Neutron power diffraction</td>
<td>B1a1</td>
<td>a=5.44521 Å</td>
<td>Shimakawa et al [128]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Monoclinic)</td>
<td>b=5.41118 Å</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>c=32.8432 Å</td>
<td></td>
</tr>
<tr>
<td>2003</td>
<td>Neutron power diffraction</td>
<td>B1a1</td>
<td>a=5.4475 Å</td>
<td>Kim et al. [129]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Monoclinic)</td>
<td>b=5.4082 Å</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>c=32.8066 Å</td>
<td></td>
</tr>
<tr>
<td>2007</td>
<td>Rietvald refinement of powder neutron diffraction</td>
<td>B2cb</td>
<td>a=5.4432 Å</td>
<td>Chakraborty et al [130]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Orthorhombic)</td>
<td>b=5.4099 Å</td>
<td>al [130]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>c=32.821 Å</td>
<td></td>
</tr>
<tr>
<td>2008</td>
<td>DFT</td>
<td>B1a1</td>
<td>a=5.4289 Å</td>
<td>Shrinagar et al.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Monoclinic)</td>
<td>b=5.4077 Å</td>
<td>[131]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>c=32.8762 Å</td>
<td></td>
</tr>
<tr>
<td>2008</td>
<td>Odd n: B2cb</td>
<td>B1a1</td>
<td>a=5.411 Å</td>
<td>Jardiel ey al.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Monoclinic)</td>
<td>b=5.448 Å</td>
<td>[132]</td>
</tr>
<tr>
<td></td>
<td>Even n: A2₁am</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The structural controversy can be resolved with the help of symmetry constraints on the physical properties. BIT showed a finite polarization along the c axis, which is unlikely in the B2cb structure because the b-glide has its mirror plane perpendicular to the c axis and thus all the polarization vectors along the c axis cancel out. Following the study by Shrinagar et al. [131], the fractional coordinates for B1a1 crystal structure can be derived by the appropriate transformations to its original Bravais lattice P1n1. Point 1
of \( P1n1 (x,y,z) \) remains unchanged but point \((x+1/2,-y+1/2,z)\) changes to \((x+1/2,-y+1/2,z+1/2)\).

An important feature of these layered perovskites is the tilting of the octahedra. Figure 3-7 captures the nature of octahedra tilting along different axes. The effect of tilting is associated with the onset of ferroelectric phase change in Aurivillius structures. A study by Newnham et al. [134] suggested that increasing the number of perovskite units in Aurivillius structure (\( \text{Bi}_4\text{Ti}_3\text{O}_{12}, \text{SrBi}_4\text{Ti}_4\text{O}_{15}, \text{Sr}_2\text{Bi}_4\text{Ti}_5\text{O}_{18} \)) reduces \( T_c \) (Curie temperature). Another study by Shimakawa et al. [128] related structural disorder to curie temperature. A tolerance factor can be obtained for the layered perovskite structures by considering the perovskite tolerance factor;

\[
t = \frac{(R_A + R_B)}{\sqrt{2}(R_B + R_O)},
\]

where \( R_A, R_B, \) and \( R_O \) are the ionic radii of A, B and oxygen ions, respectively. This can be applied to Aurivillius structures. Due to additional \( \text{Bi}_2\text{O}_2 \) layers present in Aurivillius structures, stability region becomes very narrow due to extra structural constraints. Most of the perovskite structures exhibit tolerance factor between 0.77-1.01 [135]. The \( t \) value for layered structures is suggested to lie between 0.81-0.89 and with further decreasing as perovskite layers increase [136]. A brief description about octahedron tilting and its notation is discussed below.

**Octahedron Tilting:** Octahedron tilting reduces the symmetry of the structure. Tilting also has a prominent effect on lattice parameter but it is very difficult to describe it. Attempts are made to explain the effect by including the effect of octahedral into it [137]. However, there are multiple ways the octahedra can tilt and change the environment around the cation. A standard notation has been developed to describe
octahedra tilting in perovskite by Glazer [138]. The notation describes the tilting of MX$_6$ octahedra about any of the three orthogonal Cartesian axes.

Figure 3-8. Octahedra tilt of 6x6x1 supercell of BIT along A) X-axis [100] B) Y-axis [010] C) Z-axis [001]

The general notation for tilt is used as $a^b c^c$, where $a, b, c$ are the magnitude of the tilt corresponding to [100], [010], and [001] axes. Superscripts depend on the sense of
the tilting of successive octahedra. A + (positive) superscript would denote the same
direction (in-phase) tilt of the successive octahedra and a – (negative) superscript
implies tilt in the opposite direction (out of phase). A superscript of 0 (zero) denotes no
tilting about that axis. There are certain important results that can be inferred from the
tilting notation and are given below:

1. Equality of tilts about two or more pseudocubic axes implies equality of axial
   lengths \( a^+a^+a^+ \rightarrow a=b=c \).
2. Two or more superscripts are ‘0’ or ‘+’, system has orthogonal axes.
3. If two of the superscripts are ‘-’, then respective axes are inclined to each other
   and third one is perpendicular to both of them.
4. If all there superscripts are ‘-’, then all axis are inclined to one another.

Based on this brief description and Fig. 3-8, it can be inferred that BIT shows a\(^0\)b\(^-\)
c\(^-\) octahedra tilting in Glazer notation.
CHAPTER 4
THERMAL TRANSPORT PROPERTIES OF MgO-Nd₂Zr₂O₇

4.1 Introduction

As discussed in the Chapter 1, next generation fuel is one of the solutions of today’s energy crisis. In a study of diluents materials for Pu burning in nuclear reactors, MgO along with AlN and ZrN showed promising properties to be a candidate for nuclear reactor applications [139]. Neeft et al. [140] also suggested MgO as a potential inert matrix fuel (IMF) material and studied the effect of neutron irradiation in MgO dispersed IMF and modeled the crack propagation in the fuel. Further study by Chauvin et al. [141] showed a good behavior by MgO based IMF. Recognizing the importance of MgO, Medvedev et al. [15] proposed MgO-ZrO₂ as a candidate IMF material to overcome hydration limitation of MgO. Detailed report on MgO-ZrO₂ as an IMF, is presented in the dissertation of Medvedev [14]. Inspired by this, Yates et al. [16] suggested MgO-Nd₂Zr₂O₇ (NDZ) as a candidate material for IMF. The selection of this specific pyrochlore composition (NDZ) is based in part on insights obtained from atomic-level simulations. In particular, Sickafus et al. [142] used atomic-level simulation methods to characterize the radiation tolerance of a wide range of pyrochlores (A₂B₂O₇). They found that the radiation tolerance increases significantly as the B ion radius increases. In another atomic level simulation study by Schelling et al. [143], it has been reported that the thermal conductivity increases as the B cation radius decreases. Combining these two results with the guidelines suggested by Matzke et al. [12], neodymium zirconate, NDZ, is identified as a suitable candidate pyrochlore material.

Interface effects on the thermal properties of MgO-NDZ cerce is of primary concern for its potential application as IMF. How the microstructure, interfaces,
volumetric composition governs the thermal transport of the composite is investigated in this chapter. Before investigating interface effects for the MgO-NDZ cercer composite, fidelity of interaction parameters is tested for both the system. MD simulations were run to compute elastic and thermal transport properties of MgO and NDZ. By comparing them with experiment and establishing the veracity of interaction parameters, interface effects are simulated for polycrystals. These polycrystal results are extended to composite system of MgO-NDZ.

4.2 Simulation Set-ups

4.2.1 Thermal Expansion

The simulation set-up to capture thermal expansion consists of cubic arrangement of 6x6x6 or 4x4x4 unit cells in the case of MgO and NDZ respectively. Having 8 atoms in the unit cell of MgO gives a total of 1278 atoms in the simulation supercell. Similarly for NDZ, unit cell having 88 atoms gives 5632 atoms in the simulation set-up. Periodic boundary conditions are applied in all the spatial directions.

4.2.2 Thermal Conductivity

As explained in Sec. 2.11, thermal conductivity is calculated by creating a temperature gradient across the system. After reaching steady state heat flow, thermal conductivity is calculated using Fourier’s law (Eq. 2-40). The system can be compared with simple set-up of creating a heat flow across a rod by putting one end at the flame and the other at the cold bath. Schematic of simulation set-up is shown in Fig. 4-1 on the right and a simple cartoon representing heat flow is shown on the left. Simulation set-up has non cubic arrangement with z-axis longer than x and y axes. The set up is chosen to have unidirectional heat flow in z-direction.
4.3 Results

4.3.1 Thermal Expansion

Simulation set-ups are ran at several temperatures under NPT ensemble (please refer, Sec. 2-9) to compute the coefficient of thermal expansion. After reaching equilibrium state at each temperature, an average of lattice parameter of the system is calculated. The lattice parameters calculated by the simulation are compared with experiment for MgO (Fig. 4-2A) and NDZ (Fig. 4-2B). The lattice parameters for both the system are in quite good agreement with the experiment [144, 145].

![Graph A) MgO vs Temperature and B) NDZ vs Temperature](image)

Figure 4-2. Lattice parameter variation with temperature for A) MgO and B) NDZ

Using these simulation values and Eq. 2-39, coefficient of thermal expansion (CTE) is computed for each of the material. CTE for MgO and NDZ from simulation and experiment is shown in Table 4-1. Fidelity of interaction parameters is tested by
comparing the simulated values with experiment. The comparison for MgO is within 5% and for NDZ it is 22% of the experimental value. Such levels of agreement are typical of empirical potentials for oxide materials as shown by other simulation studies [143, 146, 147].

Table 4-1. Coefficient of thermal expansion for MgO and NDZ

<table>
<thead>
<tr>
<th>Species</th>
<th>Simulation</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>NDZ</td>
<td>$7.4 \times 10^{-6}/K$</td>
<td>$9.5 \times 10^{-6}/K$ [145]</td>
</tr>
<tr>
<td>MgO</td>
<td>$12.4 \times 10^{-6}/K$</td>
<td>$13.5 \times 10^{-6}/K$ [148]</td>
</tr>
</tbody>
</table>

4.3.2 Anharmonic Analysis

The different values of thermal expansion for the simulated and experimental values provide valuable information on the nature of the interatomic interactions. As is well known, the thermal expansion arises from the asymmetry in the interaction potential, i.e. from the anharmonicity in the interatomic interactions. An elementary analysis gives the Grüneisen relation for the thermal expansion [29]:

$$\alpha = \frac{\gamma c_v}{3B},$$

(4-1)

where $c_v$ is the specific heat, $B$ is the bulk modulus and $\gamma$ is the Grüneisen parameter, which is a measure of the anharmonicity of the material. Thus, the reduced values of the simulated thermal expansions are attributed to the interatomic interactions being insufficiently anharmonic and/or the bulk modulus being too high.

This conclusion has important implications for the thermal transport properties, because the thermal conductivity is also determined by the anharmonicity of the interactions. In particular, in most electrically-insulating materials the dominant
scattering mechanism is phonon-phonon scattering. Such scattering would be completely absent if all of the interactions were harmonic. Using a perturbation expansion of the interatomic potential to third order, thereby including the lowest anharmonic terms, Liebfried and Schloemann [149] showed that the thermal conductivity is inversely proportional to the square of the Grüneisen parameter:

\[ \kappa \sim \frac{24}{10} \frac{\sqrt{4}}{\gamma^2} \left( \frac{k_B}{h} \right)^3 M \nu \frac{\theta^3}{T}, \]  
(4-2)

where \( k_B \) is the Boltzmann constant, \( h \) is the Planck constant, \( \nu \) and \( M \) are the volume and the mass per atom. The only two materials constants that enter into Eq. 4-2 are the Debye temperature, \( \theta \), and the frequency-averaged Grüneisen parameter, \( \gamma \). From this relation, it is clear that the thermal conductivity is inversely proportional to \( \gamma \). Through their dependence on the Grüneisen parameter, a simple empirical relationship between the thermal conductivity and thermal expansion is shown as [150]:

\[ \alpha^2 \kappa = \chi \frac{\theta^3 C_v^2}{B}, \]  
(4-3)

The constant \( \chi \) contains all of the non-materials constants in Eqs. 4-2 and 4-3.

Table 4.2 shows the values of \( \Theta_D \) and \( C_p \) for MgO and NDZ is determined using GULP (General Utility lattice Program) [151, 152] and compared with the experimental values.

<table>
<thead>
<tr>
<th>Material</th>
<th>( \Theta_D ) (K)</th>
<th>( C_p ) (J/mol-K)</th>
<th>Sim.</th>
<th>Exp.</th>
<th>Sim.</th>
<th>Exp.</th>
<th>( \Gamma ) = ( \frac{G_{\text{sim}}}{G_{\text{exp}}}, ) where ( G = \Theta_D^3 C_p^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>MgO</td>
<td>830</td>
<td>946 [153]</td>
<td>38.77</td>
<td>34.82[153]</td>
<td>0.83</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \text{Nd}_2\text{Zr}_2\text{O}_7 )</td>
<td>549</td>
<td>489 [154]</td>
<td>207.54</td>
<td>232.70[154]</td>
<td>1.13</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Moreover, the experimental and calculated values of $G = \Theta_0^3 C_p^2$, analogous to the combination in Eq. 4-3 are within 20% for both materials. After merging $C_v$ and $\Theta_0$ with other constants Eq. 4-3 becomes

$$\kappa = \frac{\chi'}{\alpha^2 B}$$  \hspace{1cm} (4-4)

where $\chi' = \chi \, \Theta_0^3 C_v^2$. From Eq. 4-4, a relationship between experimental and simulation thermal conductivity comes out to be:

$$\kappa_{\text{sim}} = \kappa_{\text{exp}} \left( \frac{\alpha_{\text{exp}}}{\alpha_{\text{sim}}} \right)^2 \left( \frac{B_{\text{exp}}}{B_{\text{sim}}} \right)$$  \hspace{1cm} (4-5)

In Eq. 4-5, $\left( \frac{\alpha_{\text{exp}}}{\alpha_{\text{sim}}} \right)^2 \left( \frac{B_{\text{exp}}}{B_{\text{sim}}} \right)$ ratio is termed as “correction factor”. After dividing the simulated value with the correction factor, comparison with experimental value is done. The bulk modulus for MgO and NDZ from simulation for these potentials came out to be 170 GPa and 167 GPa respectively at 0 K. The corresponding experimental room-temperature values for single crystals are 155 GPa and 159 GPa, which are quite consistent [155, 156].

From these data, Eq. 4-5 predicts $\kappa_{\text{sim}} = 1.02 \, \kappa_{\text{exp}}$ for MgO and $\kappa_{\text{sim}} = 1.61 \, \kappa_{\text{exp}}$ for NDZ; that is, simulations of the thermal conductivity of MgO should match the experimental results rather well, while the simulations should significantly overestimate the thermal conductivity of NDZ.

### 4.3.3 Thermal Conductivity

As described in section 4.2.2, simulation is set up to generate unidirectional heat flow. By generating temperature gradient, conduction is simulated and then calculated by using Fourier’s law, Eq. 4-6

$$J = -\kappa \frac{dT}{dx}$$  \hspace{1cm} (4-6)
The key determinant of thermal conductivity is the mean free path of the phonons before they scatter from each other or from other components of the microstructure. If the system size in the direction of heat flow is smaller than the phonon mean free path, then the intrinsic anharmonic properties of the system will not be probed completely. This regime is known as the Casimir limit. It is thus no surprise that previous studies have also shown that the accuracy of the simulations of the thermal conductivity depends significantly on the length of the simulation cell. In a previous study by Schelling et al. [157], a finite size scaling approach is used to determine the thermal conductivity of the material.

4.3.4 Finite Size Analysis

This approach, which is based on the inverse additivity of contributions to the mean free path yields (for details, please refer Eq. 2-47):

\[
\frac{1}{\kappa} = \frac{1}{\kappa_\infty} + \frac{4P}{L_z}
\]

where \( \kappa \) is the thermal conductivity determined from simulation, \( \kappa_\infty \) is the thermal conductivity in the infinite system-size limit (i.e., the best estimate of the 'true' thermal conductivity of the material), \( L_z \) is the length of the simulation cell and \( P \) is a constant. Equation 4-7 thus suggests that a plot of \( 1/\kappa \) vs \( 1/L_z \) should be linear, and that the thermal conductivity of an infinite system can be obtained by extrapolating to \( 1/L_z = 0 \). Figure 4-3 shows such analysis for MgO and NDZ at 573 K. By using the above described system size analysis at various temperatures, the temperature dependence of thermal conductivity is extracted for both MgO and NDZ.
Figure 4-3. System size effect on thermal conductivity A) MgO B) NDZ

Finite-size scaling analysis can lead to a significant increase in the simulated value of thermal conductivity, as is illustrated in Fig. 4-3. If only a single simulation had been performed for the shortest simulation cell ($L_z = 15.3$ nm for MgO and $L_z = 12.80$ nm for NDZ), then the estimated thermal conductivities would be less than one-fourth of the best estimated value.

4.3.5 MgO: Thermal Conductivity

Figure 4-4 compares the best estimate of the thermal conductivity determined from simulation and finite-size scaling analysis, with the experimental data for MgO. The data of Cahill (open circles) [158] is for a high-quality single crystal thin film, while the polycrystalline data (open squares) is for coarse-grained polycrystal [159]. The experimental polycrystalline data is systematically lower than the experimental data for a single crystal by a small amount. While physically this is reasonable since the polycrystals contain grain boundaries, and possibly other defects arising from processing, all of which provide additional scattering mechanisms, this difference could also simply be statistical in origin [31].
The simulated data (solid circles) agreed very well with the single crystal experimental data. Had a finite size analysis not been performed, these values would have been significantly lower and would not have agreed with the experimental values. That the experimental and simulated values are in such good agreement provides validation for the harmonic analysis described in the Sec. 4.3.2, which predicted that they should agree within 2%.

**4.3.6 NDZ: Thermal Conductivity**

The anharmonicity analysis yielded a multiplicative correction factor of $1/1.61 = 0.62$ for NDZ. Thermal conductivity values are computed using the simulation method as described in Sec. 2.11. The simulated values of thermal conductivity are modified using the correction factor. Figure 4-5 shows both the uncorrected and corrected values for the thermal conductivity of NDZ. While the uncorrected values are, as expected,
consistently higher than the experimental values, the corrected values are much more consistent with the experimental results [160].

Figure 4-5. Thermal conductivity of Nd$_2$Zr$_2$O$_7$: uncorrected single crystal simulation values (open circle), corrected single crystal values (solid circle) and experimental polycrystal values (open square) [160]

Both the thermal conductivity results for MgO and NDZ are done on single crystals. The difference between experiment and simulation results, besides other reasons is because experimental system has defects. To illustrate the effect of grain boundaries (GBs), simulations on polycrystals are performed and analyzed.

4.4 MgO-NDZ: Polycrystals and Composite

Defects are an essential part of any material. In nuclear reactor, fuel pellets have grain boundaries as one of the primary defects. The working temperature in the reactor ranges from 800 K-1500 K. Grains in the nuclear fuel undergoes structural changes and that leads to changes in the thermal and mechanical properties of the fuel. It is
important to know how these interfaces affect thermal transport in the fuel. That can be understood if the effects of interfaces are characterized in the fuel. Since at atomic level interface effects are enhanced, atomic level simulations provide an ideal vehicle to characterize the interface effects. To characterize the effect of grain boundaries the thermal transport properties of MgO and NDZ polycrystals and MgO-NDZ composites are simulated. Interface effects are enhanced at smaller grain size level. It is possible to extend the size into the tens of nanometers range but, due to intrinsic computational limitations, it is not possible to extend the range to microns and tens of microns grain size, present in typical ceramic materials. To extend the results for larger grains, a simple analysis model is used and results are compared with experiment results.

The following section will outline the method used in this work to generate polycrystal and composite structures.

**4.4.1 Polycrystal Structure**

Figure 4-6. MgO polycrystal ~ 3 nm grain size; black arrows showing orientation of the grain
Interface effects can be estimated using 2-D textured polycrystals. They provide an efficient alternate to 3-D grains to capture interface effects. A simple code has been developed to generate 2-D polycrystals as shown in Fig. 4-6.

The polycrystal is textured with all the grains being parallel to the [100] direction. For both materials, MgO and NDZ, 24 perfectly hexagonal grains are filled with perfect crystal with the [100] directions oriented in almost random directions with respect to the horizontal x-axis, with the stipulation that all grain-boundary (GB) misorientations should be >15°, thereby reducing the tendency for grain coalescence. The grain-boundaries in these polycrystals are thus a reasonably random selection of <001> tilt boundaries. Periodic boundary conditions are applied such that there are no additional interfaces at the boundaries. The whole process of generating polycrystal can be summarized as

1. 24 hexagonal grains of equal size were created by specifying their centers but all of them are empty at this step.
2. Each grain was oriented in a way that no neighboring grains form low angle GB.
3. Each grain is filled with the unit cells of the material (MgO or NDZ).
4. Each grain-atom is screened and are removed if they are closer to neighboring grain centers.
5. All the grains are combined to make the polycrystal.
6. Any two atoms, with a distance less than a specified cut-off distance are identified and termed as bad atoms.
7. Charge of each grain is calculated and maintained to zero by removing bad atoms from the grain.
8. Still if system is not neutral, bad atoms are removed to achieve charge neutrality.
9. If system is charge neutral but still have bad atoms, bad atoms are removed as a formula unit. For example, for each Zr of NDZ, two nearest oxygens are removed to keep the neutral charge of the system.
4.4.2 Composite Structure

Depending upon the connectivity of constituent phase of the composite, it can be one-, two-, or three-dimensionally continuous. A simple scheme to classify the connectivity for two-component system is presented by Newnham et al. [161]. All the possible connectivity of two-component composite system is shown in Fig. 4-7. Among the ten different connectivity patterns, 3-3 composites are extremely rare and 0-3 is very common for particulates in a matrix and 1-3 for aligned fiber-matrix composites.

Figure 4-7. Different connectivity patterns for two-component composite system [162].

To understand this notation, a simple method is used:

1. First number represents the connectivity of white
2. Second number represents the connectivity of black

Black and white nomenclatures are used here to define two different materials because it is easier to follow Fig.4-7 with the convention. For example, 1-1 composite means, only 1-dimension connectivity for both white and black blocks. As shown in Fig.
4-7, 1-1 composite has only vertical alignment for both white and black. Another example of 2-3 composite means, white is continuous in 2-dimensions and black in all 3 dimensions. For the textured composite, the composite will exhibit at least 1-1 connectivity.

Figure 4-8. MgO (blue)-NDZ (red) composite (2-1 composite)

A simple schematic representation of composite structure is shown in Fig. 4-8. Composite structure can be either MgO connected and/or NDZ connected or not connected. Based on the experimental insight by Yates et al. [16], same volumetric composition of MgO and NDZ gives micro-structural dependent temperature dependence of thermal conductivity.

Similar to the procedure used to build polycrystals, composites are built. Slight changes are made because of the difference in lattice parameters of MgO and NDZ. The method to generate composite is as follows:

1. 24 hexagonal equal size grains were created by specifying their centers but all of them are empty at this step.
2. Each grain was oriented in a way that no neighboring grains form low angle GB.

3. Atomic coordinates of MgO atoms are changed according to NDZ lattice parameter. For example, (1, 0, 0) coordinate corresponds to ~ (0.39, 0, 0).

4. Based on the connectivity, grains are assigned to MgO or NDZ.

5. Each grain is filled with the corresponding material unit cells.

6. Atoms with a smaller distance than a specified cut-off are termed as bad atoms for each grain.

7. Grains are made charge neutral by removing bad atoms.

8. Still if system is not neutral, bad atoms are removed to achieve charge neutrality.

9. Grains are combined and composite is built.

Composite structures are equilibrated and high energy atoms are screened. These high energy atoms are removed from the system. Equilibrated composite structures are used to compute thermal conductivity and capture interface effects.

4.4.3 Interfacial Effect on Thermal Conductivity

As described in section 4.4.1, polycrystals of MgO and NDZ structures are generated. Thermal transport properties are calculated using the same approach as used for the single crystals. The effect of system size is expected to be much less important for such fine-grained polycrystals because the dominant mechanism should be phonon/grain boundary rather than phonon/phonon scattering. Simulations on the system shown in Fig. 4-6 and a system with the same microstructure and grain size, but twice the length (formed by simply putting two simulation cell shown in Fig. 4-6 end to end), gave thermal conductivity values within 5% of each other, which is within the statistical errors of the simulations.

The anharmonicity analysis predicted the thermal conductivities of the single crystals from simulations would be overestimated by 2% for MgO and 62% for NDZ. Anharmonic correction factors are used in predicting the thermal conductivity of MgO and NDZ.
polycrystals. In this step, the thermal expansion and bulk modulus are taken as essentially microstructure independent. However, within the approximation made in separating the contributions in the polycrystal thermal conductivity from that of grain interior and grain boundary, the accuracy may not be sufficient to consider more careful analysis.

As Figs. 4-9 and 4-10 show, the calculated thermal conductivities of the fine-grained polycrystals of MgO and NDZ are considerably smaller than their single-crystal counterparts. The thermal conductivity for polycrystalline NDZ shows a smaller reduction from the single-crystal value than does polycrystalline MgO (note the difference in scales); this smaller reduction is attributed to the already much smaller mean free path of phonons in NDZ as compared to MgO. Also, for both systems, the effect is considerably larger at lower temperatures, at which the phonon mean free path is longer.

Figure 4-9. Comparison of thermal conductivity of MgO: single crystal (solid circle) and 3 nm polycrystal (open circle).
Figure 4-10. Comparison of thermal conductivity of NDZ: single crystal (solid circle) and 3 nm polycrystal (open circle).

Using a simple model in which the polycrystal is assumed to be describable in terms of a volume of bulk with thermal conductivity ($\kappa_0$) and a volume of grain boundary with interface conductance ($G$) (all grain boundaries being assumed to be physically the same), Yang et al. [19] derived a simple relation for the dependence of the thermal conductivity, $\kappa$, of a polycrystal on grain size, $d$:

$$\kappa = \frac{\kappa_0}{1 + \frac{\kappa_0}{Gd}}$$  \hspace{1cm} (4-8)

Using Eq. 4-8, estimates for $G$ are extracted; the result is shown in Fig. 4-11 for both materials, MgO and NDZ. As for other materials that have been studied experimentally and/or in simulation, $G$ increases with temperature, reflecting the enhanced anharmonic coupling of weakly coupled phonon modes across the interfaces [163].
Figure 4-11. Temperature dependence of the interfacial conductance, $G$ (solid symbols) and Kapitza length, $l_k$ (open circles) for A) 3 nm polycrystalline MgO and B) 3 nm polycrystalline NDZ.

Because the thermal conductivity and $G$ are in different units, it is not possible to compare them directly. To make a better comparison, a new variable named Kapitza length is defined as

$$l_k = \frac{\kappa_0}{G}$$

(4-9)
The Kapitza length ($l_k$) is a measure of the length of perfect crystal that offers the same resistance to heat transport as the interface i.e. the larger the value of $l_k$, the larger the thermal barrier offered by the interface. From Fig 4-11, $l_k$ goes from 30 nm at 300 K to ~3 nm at 1473 K for MgO. The effect is less dramatic in NDZ, with $l_k$ decreasing from 4 nm at 300 K to 1.75 nm at 1473 K. These decrease in MgO and NDZ are consistent with the trends seen previously for UO$_2$ [150] and diamond [164] in both of which, $l_k$ decreases with temperature for both materials.

**4.4.4 Grain Size Dependence on Thermal Conductivity**

Having determined $G$, Eq. 4-8 was used to predict the grain-size dependence of the thermal conductivity. Figure 4-12 shows the calculated grain size dependence of the thermal conductivity at 300 K and 573 K for MgO and NDZ, normalized to the corresponding single crystal values; thus in both cases, the large grain size limit is $\kappa/\kappa_0 = 1$. In the absence of any experimental data on the thermal conductivity of MgO or NDZ as a function of grain size against which to compare these trends, Fig. 4-12 includes the experimental results of Yang *et al.* for yttria-stabilized zirconia (YSZ) [19]. Despite the considerable difference in materials and microstructures (textured vs. random polycrystal), the simulation data is broadly consistent with the experimental data. In particular, the agreement between the simulation results for NDZ and the experiments for YSZ is remarkably good; this agreement probably arises from the fact that they both are low thermal conductivity materials with fluorite-related crystal structures. After gaining insight at the effect of homogeneous interface on thermal transport, study was extended to include composites.
Polycrystal simulations provided information for MgO-MgO and NDZ-NDZ interfaces. To understand the nature of MgO-NDZ interface, composite system with different connectivity is generated. Section 4.4.5 details the information on simulation studies done on MgO-NDZ composites.

4.4.5 Thermal Conductivity of MgO-NDZ Composite

Based on experimental investigation by Yates et al. [16], a volumetric ratio of 60-40 (MgO-NDZ) was suggested for the composite for the simulation study. To achieve the similar ratio, 10 grains were selected as NDZ and remaining 14 were MgO grains. Polycrystal investigations gave us insight into interfacial effects of both the constituents separately. Interfacial effects were larger than grain size itself at this sub nano size level.
and that led to the assumption that no additional interface effects can be seen in the composite.

A simple model based on volumetric composition is used to predict the thermal conductivity of composite. The predicted value of thermal conductivity is given by:

$$
\kappa^* = x_{NDZ} \kappa_{NDZ,poly} + x_{MgO} \kappa_{MgO,poly}
$$

(4-9)

where $x_{NDZ}$ gives the volumetric composition of NDZ (For example, in this case 10/24 is for NDZ) and $\kappa_{poly,NDZ}$ is the thermal conductivity of the same size NDZ polycrystal. Similarly values are defined for MgO grain component.

![Figure 4-13. Comparison of thermal conductivity of 60-40 MgO-NDZ composite with predicted value](image)

Based on the simulation results, no additional interface effects are observed in the composite. This can be attributed to the limitation of current status of simulation power.
4.5 Discussion

The atomic-level simulation method has provided an important insight into the MgO-NDZ system. The fidelity of interaction parameters for MgO and NDZ was tested separately. The interaction parameters for MgO have shown better fidelity with experiment than for NDZ.

Finite size and anharmonic analysis tools are used to correct the simulated thermal conductivity values. The modified values after the analysis have shown a good comparison with the experiment. After establishing single crystal results, interfaces are introduced into the system.

A simple program is written to generate 2-D textured polycrystals. Very fine grain size enhanced the interface effect. Interfacial conductance for MgO and NDZ polycrystals showed correct temperature dependence. Calculation of Kapitza length has shown that interface effects are as big as grain itself for both the materials: MgO and NDZ. A simple analysis is used to extrapolate the effect of grain size and compared with the experiment study. Both the materials showed the independence of the thermal conductivity on the grain size beyond ~100 nm. That implies the limiting effect of interfaces for bigger grains.

A simple analysis based on the volumetric composition of the individual grains is used to predict the thermal conductivity of the composite. Thermal conductivity values of the polycrystals are used to predict the composite thermal conductivity. Comparable results for predicted value and MD results showed that thermal conductivity depends only on the volumetric composition of the composite and not the microstructure at very fine grain size level.
CHAPTER 5
THERMAL TRANSPORT PROPERTIES OF MgAl₂O₄

5.1 Introduction

Based on the guidelines for inert matrix materials (for details, please refer Section 1.5) proposed by Matzke et al. [12], magnesium aluminate spinel MgAl₂O₄ is among the potential inert matrix materials for minor actinide incineration. In particular, MgAl₂O₄ is very tolerant to neutron irradiation [165, 166]. Its ability to tolerate radiation damage is attributed to i) a very high recombination rate of Frenkel pairs [165] and, ii) the ability to tolerate significant intrinsic cation antisite disorder [167]. The property of cations interchanging their sites in the spinel structure is called inversion. It has been well established that cation arrangement plays an important role in the material properties. For example, the elastic properties change with cation arrangement in spinel [168, 169], and the bulk modulus of MgTi₂O₅ changes with cation ordering [170]. It has also been found that with increasing temperature MgAl₂O₄ undergoes inversion [171-173]. A deeper understanding of the effects of inversion on the thermo-elastic properties of MgAl₂O₄ is highly desirable before it can be fully assessed as a potential IMF material.

The experimental investigation of the effects of inversion on MgAl₂O₄ faces two big challenges:

1. It is hard to control inversion during the synthesis process.
2. It is impossible to separate out the effect of temperature from inversion.

Both of these challenges are easily overcome in atomic level simulation. MD is chosen as an ideal vehicle to perform the simulations to capture the effect of inversion on MgAl₂O₄ properties. One of the key performance metrics of any IMF material is
thermal conductivity; therefore an important question here is: How does inversion affect the thermal conductivity of MgAl$_2$O$_4$?

5.2 Selection of Inverted Structure

Conventional MD simulation methods and lattice dynamics are used to investigate the effect of inversion on mechanical and thermal transport properties of MgAl$_2$O$_4$. Interaction parameters are taken from Table 2-2.

As discussed in Chapter-3, each unit cell of MgAl$_2$O$_4$ contains 8 Mg, 16 Al and 32 O ions. For the MD simulation study, a cubic arrangement of 4x4x4 unit cells for a total of 3584 atoms is formed. For the lattice dynamics calculations in GULP a 2x2x2 system with 448 atoms is formed. This large system size benefited us by giving us more choices for the degree of inversion. There are 2 simple ways to create an inverted structure in MgAl$_2$O$_4$:

i) Direct interchange of Mg and Al;

ii) Al can move to a vacant tetrahedral site and Mg to a vacant octahedral.

A first-principles electronic structure study by Gupta [174] has shown that direct cation exchange is energetically more favorable. Therefore randomly selected Mg and Al atoms were simply exchanged to generate the inverted structures. Since there is no experimental information on possible ordering in inverted structures available, ~7000 structures were generated for each inversion value via random cation interchange. Three lowest energy structures were identified and used them for the subsequent simulations. Figure 5-1 captures the distribution of structural energy among the generated structures for the same inversion value. The x-axis of Fig. 5-1 covers the whole energy range spanned by generated structures for the inversion values $i=0.0625$ and $i=1.0$, and the y-axis shows the number of structures having that energy. The
energy of the structure increases from left to the right on the x-axis. Thus, structures having energy in the left extreme of the graph are picked. The large number of structures for each inversion maximizes the chances of identifying the energetically most favorable structure.

Figure 5-1. Distribution of energy as a function of cation arrangement for the inversion value of A) 0.0625 B) 1.0
After selecting structures for each inversion, pair distribution function (PDF) for each cation is investigated. PDF provides structural insight with a very simple and easy analysis method. PDF for normal ($i=0$) is shown in Fig. 5-2A, and it shows that first Mg-Al neighbor is beyond 3 Å. As inversion is introduced in the system, the height of the peaks is decreasing. A comparison between the PDF of Al-Mg for $i=0$ and 0.125 is shown in Fig. 5-2B. They have very similar peaks but the actual values have gone down by more than 20% and peaks are more spread out for $i=0.125$.

Figure 5-2. PDF for A) normal spinel B) comparison of Al-Mg PDF for $i=0$ and $i=0.125$
Figure 5-3. Comparison of PDFs for inverted structures for A) Mg-Mg, B) Mg-Al, C) Al-Mg and D) Al-Al
Figure 5-3 Cont... Comparison of PDFs for inverted structures for A) Mg-Mg, B) Mg-Al, C) Al-Mg and D) Al-Al
For better comparison between inverted structures, PDFs for each cation-cation pair are plotted against each other for all the inverted structures except \( i=0 \) (Fig. 5-3). As seen in Fig. 5-3, with the increase in the value of \( i \), the system shows disorder in the form of less sharp peaks (more spread out). Even though spreading of the peaks does not change significantly at \( i=1 \), the intensity of peaks gets higher. That corresponds to ordering at tetrahedral site in favor of Al but disorder on the octahedral sites (Fig. 5-3B). Similar results are shown for Al in Figs. 5-3C and D.

### 5.3 Effects of Inversion on Properties

#### 5.3.1 Lattice Parameter

The unit cell of \( \text{MgAl}_2\text{O}_4 \) has 8 Mg ions which limits the step-size of inversion to 0.125 (1/8). Each Mg-Al interchange changes the inversion by 0.125. Although this large step size covers the whole range of inversion, it might fail to capture some important physics for intermediate inversion values. To overcome this, the system size is increased by 8-fold, thus reducing the step-size from 0.125 to 0.015625. This provided more inversion values for the simulation and better insight into the effects of inversion on material properties. MD and GULP simulations methods were used to equilibrate the structure at \( T = 0 \) K. As explained above, among the various possible cation arrangements for any particular \( i \) value, the lowest energy structure is chosen for the simulation. The effect of inversion is shown in Fig. 5-4 and is compared to the effect captured by Andreozzi et al. [175].
Comparison between experiment and this MD simulation study gives an impression of a much stronger dependence of lattice parameter on inversion in MD but in reality that is not the case. Experimental dependence also involves the expansion due to temperature which is absent in simulation data. Even though the experiment in 5-4 B) does not span the full range of inversion available to simulation, both show a
decrease in lattice parameter with inversion. This increase in density with increasing inversion can be qualitatively understood in terms of a simple picture of the bond strength as a function of bond charge. In normal spinel \((i=0)\), each tetrahedral site is occupied by \(\text{Mg}^{2+}\) with 4 \(\text{O}^{2-}\) neighbors and each octahedral site is occupied by \(\text{Al}^{3+}\) with 6 \(\text{O}^{2-}\) neighbors. Each cation shares \(\frac{1}{2}\) \(e^-\) with each neighboring oxygen on both tetrahedral or octahedral sites. On inversion, \(\text{Al}^{3+}\) on a tetrahedral site with 4 neighboring oxygens, shares now \(\frac{3}{4}\) \(e^-\) with each neighboring oxygen, an addition of \(\frac{1}{4}\) \(e^-\) per bond. Similarly, \(\text{Mg}^{2+}\) on the octahedral site has 6 neighboring oxygen ions, thus sharing \(\frac{1}{3}\) \(e^-\), a loss of \(\frac{1}{6}\) \(e^-\), compared to non-inverted spinel. A simplified picture of bond strength being proportional to bond charge gives a larger change at inverted tetrahedral sites than at octahedral sites. In other words, the decrease in Al-O bond length at tetrahedral sites is larger than the increase in Mg-O bonds at octahedral sites. That, in turn, should produce an overall densification of the spinel upon inversion as is observed.

5.3.2 Anti-site Formation Energy

To investigate the effects of inversion further, the energy is determined as a function of inversion. Consistent with the normal state being more stable, Fig. 5-5 shows an increase in energy with inversion.

This appears to be linear up to \(i\sim0.5\), above which there is a change in slope. A further analysis is performed by calculating the formation energy of each additional cation interchange (Fig. 5-6). It is evident from Fig. 5-5 that up to \(i\sim0.375\), the energy required to form new antisite defects is almost constant. Equivalently, it can be said that for these low inversion cases, existing defects make it neither easier nor harder to form additional antisite defects. Conversely, beyond \(i=0.375\), it becomes comparatively
easier to form new defects with the defect formation energy decreasing by ~25% for the fully inverted system. This decrease in formation energy can be understood in terms of the effects of the antisite defects on the local strain fields. At low inversion, the local strain produced by interchanging Mg and Al cations is small, and is easily relieved by structural relaxations, thus not affecting the formation energy for the next antisite pair to form. As the inversion increases, however cation disordering increases and rearrangement of cations is not able to relieve the strain dipole. Such unrelieved strain dipoles lower the energy required to form strain dipoles of opposite orientation. As a result, the antisite formation energy for each additional disorder decreases.

Figure 5-5. Structural energy as a function of inversion for MgAl$_2$O$_4$. 
A simple analysis provides further insight into the order-disorder process and will help us understand Figure 5-6. The order-disorder process can be described by a chemical exchange reaction: [177]

\[ ^T\text{Al} + ^M\text{Mg} \rightarrow ^M\text{Al} + ^T\text{Mg} \]

where, \( T \) is a tetrahedral site and \( M \) is an octahedral site. The forward reaction represents the restoration of the ordered structure, the backward reaction represents disordering. \( K_1 \) and \( K_2 \) are taken as the forward and backward reaction rate constants, respectively. The time rate of change of the Al concentration on a T site is given by

\[
-\frac{dX(^T\text{Al})}{dt} = K_1 \phi(^T\text{Al})X(^T\text{Al})\phi(^M\text{Mg})X(^M\text{Mg}) - K_2 \phi(^T\text{Mg})X(^T\text{Mg})\phi(^M\text{Al})X(^M\text{Al})
\] (5-1)

where \( X \) is the fraction of T sites occupied by Al and \( \phi \) is analogous to an activity coefficient and is generally a function of temperature, composition and volume.

Assuming ideal mixing in each site [178] and at equilibrium \( -\frac{dX(^T\text{Al})}{dt} \) is 0, applying these two conditions on Eq. 5-1, it becomes:

\[
\frac{K_2}{K_1} = \frac{X(^T\text{Al})X(^M\text{Mg})\phi(^T\text{Al})\phi(^M\text{Mg})}{X(^T\text{Mg})X(^M\text{Al})\phi(^T\text{Mg})\phi(^M\text{Al})}
\] (5-2)
In MgAl$_2$O$_4$ spinel, $X(T\text{Al}) = x$, $X(T\text{Mg}) = 1-x$, $X(M\text{Mg}) = \frac{x}{2}$ and $X(M\text{Al}) = 1-\frac{x}{2}$.

After substituting, Eq. 5-2 turns into

$$\eta \equiv \frac{K_2}{K_1} = \frac{x^2 \Phi(T\text{Al})\Phi(M\text{Mg})}{(1-x)(2-x) \Phi(T\text{Mg})\Phi(M\text{Al})}$$  \hspace{1cm} (5-3)

As already pointed out, $K_2$ signifies the reaction rate for disordering and $K_1$ for ordering. In the original analysis by Mueller, all $\Phi$ values are taken to be unity for the crystals with two non-equivalent sites [178].

$$\eta \equiv \frac{K_2}{K_1} = \frac{x^2}{(1-x)(2-x)}$$  \hspace{1cm} (5-4)

In that case for the Eq. 5-4, $\eta > 1$ signifies the disordering of the structure being the dominant reaction. Solving the inequality equation for disordering as the preferential reaction, gives $x > \frac{2}{3}$. This simple analysis shows that, disordering becomes preferential after the system achieves $\sim 66\%$ inversion. Even though the threshold value for inversion is different, this simple model shows that each additional disorder in MgAl$_2$O$_4$ costs less energy after the threshold value. The analysis here is based on all the $\Phi$ values being unity. The value of $\Phi$ may change from unity, given high temperature, electrostatic charge analysis [179] favors inversion and disordered structure release strain by more disorder. Combining it with the work presented here, it is proposed that the disordered structure at low inversion values forms stress dipoles at inverted sites to release the strain, thereby lowering the energy of the system. This is also shown by the smallest possible inversion, exchange of 1 antisite pair. Figure 5-6 shows the variation of the formation energy for the inverted structure as a function of distance between inversion sites.
Figure 5-7. Formation energy as a function of inversion site distance.

As seen in Fig. 5-7, inverted sites prefer to be in close proximity. Based on the result of 1 antisite pair energy and theoretical understanding, it can be hypothesized that, as disorder increases, tetrahedral sites are increasingly occupied by Al. Also the Al-O bond length is decreased at tetrahedral sites. At 50% inversion, tetrahedral sites are equally occupied by Al and Mg. Combined with electrostatic analysis (favoring of Al on tetrahedral sites) and reaction rate analysis (less energy expense for each additional cation disorder after certain inversion value), favoring of disorder can be understood. This transition is seen at lower than 50% inversion, which can be attributed to the approximations and simple reaction rate analysis. The effect of inversion on the elastic properties is discussed in the next section.

5.3.3 Bulk Modulus

For a typical solid, the bulk modulus increases as the system becomes denser due to the rapidly increasing interatomic repulsion. Based on this argument, the bulk modulus is expected to increase with inversion. As the crosses in Fig. 5-8 indicate, the
behavior is actually more complex: initially the bulk modulus decreases slightly, then levels off, and then increases above $i=0.5$. A similar strong dependence of the bulk modulus at high inversions in MgAl$_2$O$_4$ was also reported by Chartier et al. in their MD simulations [180] (Fig. 5-8 B)). The interatomic interaction in their study had Buckingham interaction with Morse potential as short range interaction which was fitted by Morooka et al. [181]. That potential is developed to capture the Frenkel pair accumulation under neutron irradiation. The system might also turn to an amorphous state. Since the system under investigation had no point defects, other than cation anti-site disorder, potential parameters are chosen as described in Table 2-3.

Figure 5-8. Bulk modulus as a function of inversion A) this work B) reproduced from the reference [180]

Even though values of the bulk modulus are different in the two studies, qualitative effect of inversion on the bulk modulus is very similar in nature. To compare the qualitative behavior of bulk modulus, the bulk modulus is normalized to normal spinel ($i=0$) for both the simulation studies and compared in Fig. 5-9. The small differences are due to the different description of the interatomic interactions used in the two studies. The potential description used in the study by Chartier [180] and developed by Morooka et al.[181] and has the Buckingham form and a Morse potential.
The good agreement argues that the specific description of the interatomic forces are not essential to obtain qualitative and semi-quantitative trends in behavior.

The dependence of the bulk modulus on inversion can be understood in terms of the separate contributions of inversion to cation disordering alone and to the associated volume change. To dissect these effects further, each contribution was studied separately: such separation is not possible experimentally, but is straightforward in simulation. The separate effects on the bulk modulus are shown in Fig. 5-10.

![Figure 5-9. Comparison of normalized bulk modulus with MD study by Chartier [180]](image)

First, the volume of the system was fixed to that of normal spinel and the bulk modulus was calculated as a function of inversion, thereby picking out the the effect of the cation arrangement on the bulk modulus (filled circles in Fig. 5-10). Initially the bulk modulus decreases with inversion, then levels off. It has been already shown (Sec. 5.3.1) that inversion causes shortening of Al-O bonds and expansion of Mg-O bonds at inverted sites, respectively. A similar effect of decrease in bulk modulus with cation disordering was experimentally observed in MgTi$_2$O$_5$ [170].
In the case of single crystal MgTi$_2$O$_5$, the decrease in bulk modulus was attributed to the different compressibility of the weaker Mg-O and stronger Ti-O bonds and the way in which the octahedra are arranged. Even though MgTi$_2$O$_5$ (orthorhombic-dipyramidal Bbmm) and MgAl$_2$O$_4$ are structurally different, the behavior of cation disordering is analogous because they both display weaker Mg-O bonds under cation disordering. Since this bond weakening is primarily responsible for lowering bulk modulus in MgTi$_2$O$_5$ for low inversions, it is also most likely related to lowering of bulk modulus in MgAl$_2$O$_4$. The leveling off of bulk modulus with inversion suggests the limited effect of weak Mg-O bonds in this case, as compared to MgTi$_2$O$_5$ [170]. This also suggests that there is an increasing effect of Al-O bonds with inversion. Since the lengthening of the Al-O bond has precisely the opposite effect on elastic properties, a small increase in the bulk modulus at higher values of $I$ is seen.

Second, the bulk modulus for normal spinel was calculated as a function of volume. Using the relationship between the degree of inversion and volume, the volume dependence of the the bulk modulus was replotted as a function of the inversion.
triangles in Fig. 5-10). It is evident from Fig. 5-10 that the decrease in volume monotonically increase the bulk modulus, consistent with the usual behavior of crystals. To capture the combined effect of volume and cation disordereding, the average of the two effects is taken as an estimate for the dependence of the bulk modulus on inversion. As the triangles in Fig. 5-10 shows, this prediction matches the actual simulation results reasonably well. In particular, it shows that the volumetric effect essentially negates the effect of cation disorder up to $i \sim 0.375$. For higher degrees of inversion, further cation disorder has little effect, while the volumetric contraction leads to an increase in the bulk modulus.

5.3.4 Thermal Expansion

The behavior of bulk modulus was attributed to the relative strength between inverted Mg-O and Al-O bonds and to the volume change. These effects are also manifested in the thermal expansion. To calculate the thermal expansion, a series of MD simulations were run at different temperatures for NPT ensembles (for details refer to Chapter 2). The coefficient of thermal expansion is computed for each inversion value following the procedure described in Sec. 2.10. The variation of lattice parameter for $i=0$ with temperature is shown in Fig. 5-11. Similar variation of lattice parameter with temperature is shown for all other inversion values. The thermal expansion coefficients for each inversion value are compiled in Fig. 5-12.

The similarity in the effect of inversion on the bulk modulus and thermal expansion is expected. The bulk modulus and the thermal expansion can be related through the Grüneissen relation [30]:

$$\alpha = \gamma \frac{C_v}{3B}$$  \hspace{1cm} (5-4)
where $C_v$ is the specific heat and $\gamma$ is the Grüneisen coefficient, which measures the anharmonicity of the interatomic interactions. In Eq. 5-4, if everything else is constant, the thermal expansion and bulk modulus are expected to show opposite behavior with inversion. As seen by Fig. 5-8, bulk modulus increases with inversion after reaching $i=0.5$ and from Fig. 5-12, thermal expansion decreases.

![Figure 5-11. Variation of lattice parameter with temperature for $i=0$.](image)

*Figure 5-11. Variation of lattice parameter with temperature for $i=0$.***
Figure 5-12. Coefficient of thermal expansion as a function of inversion.

Using simulated values of $\alpha$, $C_v$ and $B$; $\gamma$ is calculated using Eq. 5-4. The
dependence of $\gamma$ on inversion is illustrated in Fig. 5-13 and suggests that $\gamma$ does not
depend strongly on inversion. The average value of $\gamma \approx 2$ is consistent with the value of
2.0 experimentally reported by Chopelas and Hofmeister [182].

Figure 5-13. Dependence of the Grüneisen coefficient on inversion.
The Grüneisen coefficient is a measure of the anharmonicity of the system. The good agreement between MD results and the experimental findings shows that the interatomic potential yields the same level of anharmonicity as the experiment. As shown previously that the thermal expansion is related to the thermal conductivity through the anharmonicity (for details, please refer Ch. 2). Thus, the analysis suggests that the simulated thermal conductivity values should be at least semi-quantitatively correct.

### 5.3.5 Thermal Conductivity

As noted in Sec 5.1, MgAl$_2$O$_4$ undergoes inversion under neutron irradiation. A similar simulation set-up as described in Section 2.10 is used to compute the thermal conductivity. These thermal conductivity values are then corrected for system size effect and compared to the experiment (Fig. 5-14). Thermal conductivity results for normal \((i=0)\) MgAl$_2$O$_4$ are shown as open circles in Fig. 5-14. The MD results are shown as open circles and “corrected” represents the thermal conductivity values after harmonic analysis is performed on these MD values. As explained in Chapter 2, harmonic analysis provides a correction factor based on the accuracy of interaction parameters in reproducing bulk modulus and thermal expansion values to the experimental values. Table 5-1 provides detailed information about the correction factor calculated by harmonic analysis. Based on the numbers from Table 5-1, the correction factor comes out to be equal to 1.52. That means, based on the fidelity of the interaction potential, thermal conductivity values will be 1.5 times higher than the experimental counterpart (For details, please refer Eq. 4-6). After dividing MD simulation thermal conductivity values by 1.52, they are plotted as open triangles in Fig. 5-13 and termed as
“corrected”. The filled circles are taken from the experimental studies of Burghartz et al. [183].

Table 5-1. Comparison of thermal expansion and bulk modulus for harmonic analysis

<table>
<thead>
<tr>
<th></th>
<th>$\alpha$ ($\times10^{-6}$/°K)</th>
<th>Bulk Modulus (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment</td>
<td>8.89 [184]</td>
<td>197.4 [172]</td>
</tr>
<tr>
<td>Simulation</td>
<td>6.1</td>
<td>275.74</td>
</tr>
</tbody>
</table>

![Graph](image)

Figure 5-14. Variation of thermal conductivity for MgAl$_2$O$_4$ with temperature, open symbols represent the simulation results and filled circles are points reproduced from the experimental study by Burghartz et al. [183]

The similarity between experimental and simulated thermal conductivity values gave the confidence to use the simulation tool for further investigation. Since the working temperature for nuclear fuels is in the range of 800 K-1500 K, investigation on thermal conductivity as a function of inversion is performed at 1250 K.

Finite system size analysis (For details, please refer Eq. 2-46) is performed to take into account any artifacts produced by system size limitations. A system size analysis
for each inversion value is shown in Fig. 5-15. The circles at y=0 gives the estimate of inverse of thermal conductivity for infinite system size. These infinite system size thermal conductivity values are computed using a linear fit and taking the inverse of intercept at y=0 (Chapter 2).

Figure 5-15. System size analysis for different inversion values for MgAl$_2$O$_4$

The extrapolated thermal conductivity values for different inversion values of MgAl$_2$O$_4$ system are plotted as open triangles against inversion in Fig. 5-16. The rather weak dependence of the thermal conductivity on inversion is quite surprising when viewed in terms of the thermal transport properties of defected ceramics materials. In particular both experiments and MD simulations of fluorite-structure materials (e.g., yttria-doped zirconia and hyperstoichiometric UO$_2$) have shown a strong decrease in thermal conductivity with even quite low defect concentrations [63, 185]. The key difference between the spinel case and the fluorite structured materials is that here disorder only involves antisite defects, while for the fluorites the disorder involved
oxygen vacancies (zirconia) and oxygen interstitials (urania), which presumably affect the phonon properties and hence thermal conductivity much more strongly.

By recalling the relation between anharmonicity and thermal conductivity of the system, as defined by the Eq. 4-2, the inversion dependence in a quantitative manner can be understood. This representation of thermal conductivity is based on the Debye approximation which assumes all phonon modes present in the system are acoustic and contribute to the thermal conductivity. It works well for very simple systems but as the structural complexity increases, the actual thermal conductivity values deviate from the predicted values. For the system, even though Eq. 4-2 cannot be expected to quantitatively predict the thermal conductivity, it should still capture the qualitative picture of the variation of thermal conductivity with inversion.

![Graph showing thermal conductivity variation with inversion]

Figure 5-16. Dependence of thermal conductivity variation on inversion

The thermal conductivity calculated from MD does show a shallow minimum at \( i \approx 0.5 \), not predicted from the anharmonicity analysis alone. This minimum can be attributed to the degree of disorder in the system which, for the fluorites, led to a significant drop in the thermal conductivity [186-188]. There are various factors that can
produce differences between thermal conductivity values calculated from MD and the predicted values by using Eq. 4-2. They are investigated one by one:

**Effect of density:** As already shown, the volume decreases with inversion (Fig 5.2). This increase in density increases the sound of speed in the material. The effect of cation disorder and volume on the thermal conductivity is separated out with the help of these two simple cases:

**Case 1:** Change the lattice parameter to \( i=0.0 \) value for \( i=0.5 \) and 1.0

The lattice parameter of the inverted structures \( (i=0.5 \) and 1.0) is increased to the value of \( i=0.0 \) (normal). By comparing the thermal conductivity values of the \( i=0.5 \) structure with two different lattice parameters, the effect of density on thermal conductivity is calculated. Similar study is done on \( i=1.0 \) structure also. The results are shown in Fig. 5-16 and showed a negligible effect (~1%) of the density on the thermal conductivity.

**Case 2:** Change the lattice parameter to \( i=1.0 \) for \( i=0.0 \)

To extend the study of case 1 on perfectly ordered structure \( (i=0) \), the lattice parameter of normal MgAl\(_2\)O\(_4\) is changed to the value of \( i=1.0 \). The results are also shown in Fig. 5-15 and again no significant effect of density on thermal conductivity is found.

**Arrangement of cations:** This analysis is motivated by the fact that for each inversion, there could be thousands of possible ways to arrange the cations. Similar to the analysis mentioned in Sec. 5.2, was performed here. Instead of choosing the lowest energy structures (as was done for the thermal expansion), structures with lowest and highest energies for same \( i \) values were chosen for thermal conductivity simulations. A
difference of less than 1% in the thermal conductivity between these structures was found. This is in accord with the expectation. Since random distribution of cations does not introduce any new defect in the system, no change in thermal conductivity was expected.

Figure 5-17. Density effect on thermal conductivity

**Total scattering sites:** A key effect of point defects is the number of possible scattering sites in the system produced by antisite defect creation. To capture the effect of point defects, a simple “combinatorics analysis” was used. With each inversion, the possible number of scattering sites is

\[ C_{n_i}^{Mg} \times C_{n_i}^{Al} \]  

(5-5)

where \( C_{n_i}^{Mg} \) denotes the number of possible ways to generate the structure for the inversion \( i \), involving \( n_i \) Mg and \( n_i \) Al ions. Thus, the product is a measure of possible number of scattering sites for the inversion value \( (i) \). As an example, for \( i=0 \), Mg and Al occupy tetrahedral and octahedral positions, and there is only one way to arrange the
cations. For one anti-site pair, in one unit cell system, 1 Mg can be in any of the 16 possible Al sites and also Mg can be chosen in 8 different ways. The multiplicity of these possible arrangements with inversion can be expected to have an impact on the thermal conductivity. Figure 5-17 captures the variation of the number of possible arrangements for each cation site for each inversion.

![Graph showing the variation of the number of possible arrangements for each cation site for each inversion.](image)

Figure 5-18. Combinatoric analysis: y-axis shows number of possible combinations for Mg-Al exchange possible in 2x2x2 unit cell system of MgAl₂O₄

Even though \( i=1 \) signifies the totally inverted structure, it does not have the most number of possible combinations, because all of the A sites are now totally occupied by Al. There is a maximum in the number of different defect arrangements at \( i=0.67 \), at which point the system would display the maximum number of different scattering environments. If there were no other effects, a minimum in the thermal conductivity at \( i=0.67 \) is expected. The fact that the thermal conductivity is actually a minimum at close to \( i=0.5 \) suggests that the disorder on the A sublattice actually affects the phonon scattering more strongly than the disorder on the B site. This can be understood in terms of local strain produced at inverted sites. As previously discussed, the \( T_{Al} \) sites experience greater strain than the \( M_{Mg} \) sites and thus affect material properties to a
greater extent. As inversion increases, $T_{\text{Al}}$ experiences more chemical disorder; at $i=0.5$ half are occupied by Mg and half by Al above $i=0.5$ they become more and more populated by Al ions.

5.4 Conclusion

The MD study has provided significant insights into the effects of inversion on the thermo-elastic properties of MgAl$_2$O$_4$. Ease of formation of more disorder in already inverted structures is shown by this study. The effect of inversion is extended on thermo-elastic properties of MgAl$_2$O$_4$ by scanning the whole range of inversion ($i=0-1$). The effects of temperature and cation arrangement are also separated.

The decrease in lattice parameter with inversion is shown to arise from a simple charge sharing between cation-oxygen at tetrahedral and octahedral site. The effect of disorder already present in the structure on the formation of new cation arrangement is also presented. A simple theoretical analysis favors the formation of disordered structure after $i\sim0.67$ and the simulation results presented the favoring of additional cation disorder after $i\sim0.37$. The difference from the theoretical model is explained in the light of simplified analysis and charge analysis favoring the inverted structure for MgAl$_2$O$_4$.

The variation in elastic constants and bulk modulus with inversion are reported and compared with other DFT and MD studies. Contributions to the bulk modulus are analyzed in two parts: volumetric and cation disorder. This study has shown that weakening of Mg-O bonds at inverted octahedral sites essentially negates the volumetric effect on bulk modulus up to $i\sim0.5$. After $i=0.5$, stronger Al-O bonds at inverted tetrahedral sites and volumetric effects dominate and control the bulk modulus of MgAl$_2$O$_4$. 
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The effect of thermal expansion as a function of inversion is also captured and explained. As expected from the bulk modulus results, thermal expansion remain almost unchanged up to $i \sim 0.5$ and decreased afterwards. Anharmonicity of the system is calculated using bulk modulus and thermal expansion and compared to the experimental value.

The thermal conductivity for the normal structure reproduces values similar to the experimental ones. The study is extended to include the effect of inversion on thermal conductivity, which has never been done before. The thermal conductivity results are compared with the theoretically computed values. Deviation from the theoretical model is reported and explained with the help of a "combinatorics analysis".
CHAPTER 6
THERMAL TRANSPORT PROPERTIES OF Bi$_4$Ti$_3$O$_{12}$

6.1 Introduction: Thermal Barrier Coating

Thermal barrier coatings (TBCs) are applied on materials operating at elevated temperatures to act as insulation. TBCs are widely used in turbine blades, combustor cans, gas turbines and aero engine parts. The most common place where to see a gas turbine engines is commercial jets and in electricity generating plants. In gas turbines a pressurized gas spins the turbine. Pressurized gas is generated by burning fuel in the engines. Possible fuels include propane, kerosene, jet fuel or natural gas.

The main advantages of gas engines are that they are smaller in size than their counterparts and have a greater power to weight ratio. Their use is limited to power reactors and commercial jets or tanks because of the cost, high operating temperature and high spin speed of the turbine and limitations of constant load rather than fluctuating one.

Jet engines can be classified as either turbofan or turbojet. Both work on the same principle. A schematic of a simple turbofan is shown in Fig. 6-1. They have three parts: 

*The compressor* compresses the incoming gas to about thirty times its original pressure.

*The combustion area* burns the fuel and produces high pressure, high velocity gas.

*The turbine* extracts power from the high velocity high pressure gas.

![Simple schematic view of turbofan gas turbine engine](image)

Figure 6-1. Simple schematic view of turbofan gas turbine engine [189]
Thermodynamically the Brayton cycle is used to describe gas turbines. In the Brayton cycle, air is compressed isoentropically, combusts at constant pressure and expands again isoentropically at the initial pressure. An idealized Brayton cycle is shown in Fig. 6-2.

![Idealized Brayton cycle figure]

Figure 6-2. Idealized Brayton cycle [190]

Similar to other heat cycles, the efficiency of the Brayton cycle is proportional to the combustion temperature. There is thus a strong incentive to increase the operating temperature. The limiting factor to elevate the operating temperature is the limitations of the performance of the materials that make up the engine and its parts to withstand heat and pressure. To elevate the temperature, thermal barrier coatings (TBCs) are applied to the turbine blade itself [191]. A TBC is primarily made of four layers (Fig. 6-3):

1. **Ceramic top-coat**: This layer provides the thermal insulation for the turbine blade. It has very low thermal conductivity and is designed to withstand a large number of thermal cycles. The most common TBC material is yttria stabilized zirconia (YSZ) which has a thermal conductivity around 2.3 W/mK at ~1000°C and melting point around 2700°C. These are typically 100 μm to 2 mm thick.

2. **Thermally Grown oxide (TGO)**: This layer is created when the top-coat reacts with the bond coat layer. It is about 1-10 μm thick.
3. *Bond coat:* This layer is about 75-150 μm thick and is below the TGO. The purpose of this layer is to hold the top-coat on the substrate. This layer is made of Ni and Pt and often consists of more than one layer of different compositions.

4. *Substrate:* The turbine itself is generally made of a superalloy and is cooled by hollow channels inside the turbine blade.

![Figure 6-3. Schematic of a TBC [192]](image)

The important considerations in the selection of a TBC material are its ability to withstand thermal stresses with repeated heating and cooling cycles; thermodynamic compatibility with oxides formation of bond coat; and low thermal conductivity. The current material of choice for TBCs is yttria-stabilized zirconia (YSZ) in its metastable tetragonal-phase; it will also remain the material of choice for the current operating temperatures [193]. However, YSZ has poor creep resistance at high temperatures.
which results in crack and eventually spallation. YSZ also has high diffusivity of oxygen that results in oxidation of bond-coat layer. The limiting factors of YSZ and the need for higher operating temperature provides a motivation for developing new materials for TBC applications.

Table 6-1. Different forms of layered perovskites

<table>
<thead>
<tr>
<th>Composition/Formula</th>
<th>Layer orientation</th>
<th>Name and example</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{n+1}B_{n}X_{3n+1}$ or $A'<em>n[A</em>{n-1}B_{n}X_{3n+1}]$</td>
<td>{001}$_p$</td>
<td>Ruddlesden-Popper</td>
</tr>
<tr>
<td>$A_{2}'[A_{n-1}B_{n}X_{3n+1}]$</td>
<td></td>
<td>$Sr_3Ti_2O_7$</td>
</tr>
<tr>
<td>$A'[A_{n-1}B_{n}X_{3n+1}]$</td>
<td>{001}$_p$</td>
<td>Dion-Jacobson</td>
</tr>
<tr>
<td>$Bi_2O_2[A_{n-1}B_{n}X_{3n+1}]$</td>
<td>{001}$_p$</td>
<td>Aurivillius</td>
</tr>
<tr>
<td>$A_{n}B_{n}X_{3n+2}$</td>
<td>{110}$_p$</td>
<td>$Ca_4Nb_4O_{14}$</td>
</tr>
<tr>
<td>$A_{n+1}B_{n}X_{3n+3}$</td>
<td>{111}$_p$</td>
<td>$Ba_5Nb_4O_{15}$</td>
</tr>
</tbody>
</table>

Even though all the requirements are critical in the selection of TBC material, low thermal conductivity remains the primary criterion. Desirable properties of TBCs include large average atomic numbers, large unit cell and the possibility of bonding and structural disorder [194]. Aurivillius compounds possess many of the required properties for TBCs. These anisotropic layered materials have weakly bonded planes ($Bi_2O_2$ layers
or any other layer between perovskites) between layers of pseudo-perovskites having rigid polyhedra. This intrinsic structural disorder acts as a barrier to phonons and reduces their mean free paths. Thus the weakly bonded planes in layered perovskite materials are useful in achieving lower thermal conductivity values without introducing any external defects or dislocations in the system. Anisotropic thermal expansion exhibited by these layered materials is useful in minimizing residual stresses. Based on the composition of inter-slabs and/or the orientation of the layer plane relative to aristotype cubic lattice, these layered perovskites are divided into five groups as shown in Table 6-1.

In Table 6-1 for \( \{001\}_p \) notation, \( p \) refers to pseudocubic. Among these layered perovskite types, Aurivillius structures possess many desirable properties for use as a TBC. As shown in Table 6-1, Aurivillius compounds are represented by the general formula \((Bi_2O_2)^{2+}[A_{n-1}B_nO_{3n+1}]^{2-}\), where \( n \) represents the number of perovskite layers separating Bi\(_2\)O\(_2\) layers. A simple Aurivillius compound with \( n=3 \), Bi\(_4\)Ti\(_3\)O\(_{12}\) \(\{[Bi_2O_2][Bi_2Ti_3O_{10}]\} \) has many promising properties (large atomic number, large unit cell, anisotropic structure, layered structure) to be a potential TBC material. A recent study by Shen et al. has investigated the low value and anisotropic nature of the thermal conductivity of Bi\(_4\)Ti\(_3\)O\(_{12}\) (BIT) and attributed the low value to the density difference between layers [20]. Further investigations pertaining to the effects of density difference between layers and other intrinsic factors on limiting thermal transport properties of BIT might be useful. The experimental studies, however, face two big challenges:

1. It is very hard to synthesize single crystals
2. It is impossible to tune the density of layers to the desired value.
Both of the experimental limitations are easily handled by atomic-level simulation. Therefore, the experimental investigation is expended with the help of MD simulation. In this chapter, the effects and limitations of density and intrinsic structural factors on the thermal transport of single crystal BIT are illustrated.

### 6.2 Selection of Potential Parameter

As discussed in Section 2-8, for the study of BIT, three sets of potential parameters were chosen to capture the short-range interaction. They all had same Bi-O and O-O interactions but different Ti-O parameters. Table 2-4, has all the parameters. They are given again below for quick reference.

**Table 6-2. Short range potential parameters for Bi$_4$Ti$_3$O$_{12}$ [65, 67] (Repeat of Table 2-4)**

<table>
<thead>
<tr>
<th>Species</th>
<th>A (eV)</th>
<th>ρ(Å)</th>
<th>C (eV Å$^6$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi$^{+3}$-O$^{-2}$</td>
<td>49529.4</td>
<td>0.2223</td>
<td>0.00</td>
</tr>
<tr>
<td>O$^{-2}$-O$^{-2}$</td>
<td>9547.96</td>
<td>0.2192</td>
<td>32.0</td>
</tr>
<tr>
<td>2131</td>
<td>2131.04</td>
<td>0.3038</td>
<td>0.00</td>
</tr>
<tr>
<td>Ti$^{+4}$-O$^{-2}$</td>
<td>760</td>
<td>670.47</td>
<td>0.3879</td>
</tr>
<tr>
<td>2549</td>
<td>2549.4</td>
<td>0.2989</td>
<td>0.00</td>
</tr>
</tbody>
</table>

These interactions are used to calculate the structural properties of BIT. To check the quality of parameter sets, they are compared with experimental values as shown in Table 6-3.

As explained in Chapter-2, interaction potentials are the backbone of MD simulation. Interaction potentials are developed in order to reproduce material properties by simulation. Based on the Table 6-2, all interaction parameters overestimate the system volume. Interactions 760 and 2549, overestimated the volume.
by ~2-5%. Whereas for interaction 2131, the simulated volume is within 0.05% of experimental value. This simple comparison of structural features to the experiment provides us an opportunity to choose the best-fit interaction parameters. Bearing this in mind, all the further simulations are performed using 2131 potential parameters.

Table 6-3. Comparison of interaction parameters for BIT

<table>
<thead>
<tr>
<th></th>
<th>2131</th>
<th>760</th>
<th>2549</th>
<th>Exp. [118]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a(Å)</td>
<td>5.42</td>
<td>5.53</td>
<td>5.48</td>
<td>5.45</td>
</tr>
<tr>
<td>b(Å)</td>
<td>5.34</td>
<td>5.46</td>
<td>5.43</td>
<td>5.41</td>
</tr>
<tr>
<td>c(Å)</td>
<td>33.41</td>
<td>33.43</td>
<td>33.35</td>
<td>32.83</td>
</tr>
<tr>
<td>α</td>
<td>90.00</td>
<td>90.00</td>
<td>90.00</td>
<td>90.00</td>
</tr>
<tr>
<td>β</td>
<td>89.93</td>
<td>90.16</td>
<td>89.90</td>
<td>90.00</td>
</tr>
<tr>
<td>γ</td>
<td>90.00</td>
<td>89.99</td>
<td>89.99</td>
<td>90.00</td>
</tr>
<tr>
<td>Vol. (Å³)</td>
<td>968.29</td>
<td>1009.06</td>
<td>992.46</td>
<td>967.98</td>
</tr>
</tbody>
</table>

6.3 Thermal Expansion

At low temperature (T < 900 K), BIT has monoclinic structure with all the crystallographic angles of 90°. Confusion arises because of the conventional classification of the crystal systems. If all the angles are 90° and sides are not equal, it is classified as orthorhombic and not monoclinic. However, there are symmetry operations tied with each system. The orthorhombic B2cb space group has 2-fold rotation, a 2₁ screw axis, mirror plane and glide plane symmetries whereas B1a1 has only mirror and glide as symmetry elements. So even though description of lattice features leads to the conclusion of BIT being orthorhombic, when combined with symmetry considerations it is clearly monoclinic.
The thermal expansion is simulated for the NPT ensemble. Since the cut-off distance is ~10Å, the smallest system is generated by building a structure of 6x6x1 unit cells in the x, y and z directions. This supercell structure has dimension of ~30Å in each direction, and is shown below (Fig. 6-4). Figure 6-4 clearly shows the difference in tilting behavior of TiO$_6$ octahedra along x and y axes which can be represented as $a^0b^{'c'}$ in the Glazer notation (for details, please refer the Sec. 3.5) [138].

![Image of BIT supercell](image)

Figure 6-4. 6x6x1 super cell of BIT viewed along x and y axes

The tilting of the TiO$_6$ octahedra in the pseudo-perovskite layer affects the Bi$_2$O$_2$ layer also. As seen in Fig. 6-4, the two layers are tilted in a similar fashion along the y-axis. The effect of octahedron tilting on lattice parameter becomes clear when the coefficient of thermal expansion along each direction is computed.

The normalized lattice parameters are compared for the different directions in Fig. 6-5. Table 6-4 compares the simulation values to the experimental studies.
Table 6-4. Comparison of thermal expansion values

<table>
<thead>
<tr>
<th>Axis</th>
<th>Simulation (x10^{-6}/K)</th>
<th>Experiment (x10^{-6}/K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>5.14</td>
<td>10.1 [195]</td>
</tr>
<tr>
<td>Y</td>
<td>3.09</td>
<td>4.45 [195]</td>
</tr>
<tr>
<td>Z</td>
<td>3.77</td>
<td>0.20 [195], 16.12 [196]</td>
</tr>
<tr>
<td>Average</td>
<td>4.00</td>
<td>4.91 [195], 11[197]</td>
</tr>
</tbody>
</table>

Figure 6-5. Coefficient of thermal expansion of BIT along x, y and z axes

Very few experiments have reported the thermal transport properties of BIT. The discrepancy among the experiments is larger than that between the simulation results in this work and experiment [195-197]. The experimental study by Hirata [195] was done to investigate the physics behind ferroelectric behavior of BIT near its Curie temperature. It reported that the a-axis (x-axis) displacement of Bi atom with respect to
TiO$_6$ octahedra in the perovskite layer is mainly responsible for ferroelectricity of BIT. The experimental investigations by Subbarao [197] were done on polycrystalline samples and mainly focused on to the structural changes around the Curie temperature of BIT (675°C). Another experimental study by Hirata et al. [195] found an average expansion value (4.9x10$^{-6}$/K) similar to the one reported earlier by Subbarao (10x10$^{-6}$/K) [197]. Due to this large variation among experiments, expansion coefficients are compared to the average value. Similar to the experiment findings, MD simulation also captures the anisotropy in expansion coefficients.

The strong difference between the x and y values of the thermal expansion is interesting and can be attributed to two structural features:

1. Octahedra tilting,
2. The difference in thermal expansion of the layers.

A very good description of octahedron tilting on lattice parameter is given by Megaw [137]. To compute the octahedra tilting effect, structural analysis is used in Crystalmaker. Since there is no tilt along x, only y and z tilts need be computed. An analysis tool is required to calculate the tilting of the octahedra. Due to the lack of any sophisticated analysis tool, tilting is calculated using the angle tool in Crystalmaker.

As seen from Fig. 6-4, tilting of octahedra along Y-axis can be measured in two ways: inside-tilt (inset of Fig. 6-6 A) and outside-tilt (inset of Fig. 6-6 B). Both are measured and shown in Fig. 6-6.
Figure 6-6. Temperature variation of tilt angles of A) Inside and B) Outside tilt of the octahedra along Y-axis (b-axis).

As seen in Fig. 6-6, there is negligible effect of temperature on octahedra tilting.
The second structural feature of the layering is investigated to characterize the non-uniformity of the thermal expansion.

To measure expansion of different layers, the cation-cation distance is measured as a function of temperature. It is not trivial to resolve the distances in different direction.
The minimum separation between same cations in each layer can be used to compute thermal expansion of each layer. Again Crystalmaker is used to calculate the distances between the same cations of each layer. The methodology to calculate change in same type of closest cations is described below:

![Graph showing Ti-Ti distance vs Temperature](image)

**Figure 6-7. Temperature profile of nearest Ti-Ti distance in BIT structure**

**Pseudo-perovskite layer:** Ti is only present in pseudo-perovskite layer, thus temperature profile of Ti-Ti smallest distance is used to compute thermal expansion of the layer. The distance between Ti-Ti is measured along both X and Y axes using Crystalmaker. Interatomic distance of closest Ti-Ti is calculated in each pseudo-perovskite layer. Average of the bond length at each temperature is taken and is shown in Fig. 6-8. Since there is only one layer to compute thermal expansion in Z-direction, no error bar is denoted for z-axis bond length.

**Bi$_2$O$_2$ layer:** Since Bi is present in both the layers, Bi-Bi is calculated separately for each layer. A system similar to that used for Ti-Ti bond calculation is used. Instead of masking Bi and O, Ti and O are masked. Bi-Bi temperature profile, shown in Fig. 6-8, is used to compute the thermal expansion of Bi$_2$O$_2$ layer.
Analysis for both the layers provides some interesting insight into their response towards the temperature. But it is not trivial to suggest any effect of these layers on the overall thermal expansion. Besides the atomic disorder, density difference between layers might also play some role in the anisotropy of the heat transport properties of BIT. A detailed investigation to capture the effect of mass on thermal expansion gave no conclusive indication. The investigation is extended to observe the effect on thermal conductivity.

A recent experimental investigation of thermal transport properties of BIT by Shen et al. reasoned the density difference between layers was responsible for its low thermal conductivity [20]. The experimental study and the effect of density on thermal transport are discussed in detail in the following section.

### 6.4 Thermal Conductivity

BIT exhibits anisotropic thermal conductivity. As discussed in sec. 2-3, BIT can be indexed as orthorhombic (because of its unique nature of being monoclinic with orthorhombic axes). The thermal conductivity can be written in matrix form as
The off-diagonal terms are zero because all the angles are $90^0$. The thermal conductivity is calculated in all three directions. As discussed in Chapter 2, it is necessary to perform system size analysis, from which the thermal conductivity values for the infinite system size are computed. As a representative example, the system size
analysis for $T = 300$ K is shown in Fig. 6-9. A similar system size analysis is performed at all the temperatures. The thermal conductivity for infinite system size systems are shown in Fig. 6-10.

Figure 6-10. Temperature and direction dependence of thermal conductivity for BIT

Anisotropy in the thermal conductivity is very well captured by the simulation study. Experimental investigation of the thermal conductivity of BIT is shown in Fig. 6-11 and simulation does produce similar qualitative dependence of the thermal conductivity on temperature.
The experimental results are shown on Fig. 6-11 and need some explanation as figure in itself is not sufficient to explain its results. Experimentally, it is very hard to synthesize single crystal BIT, so results shown are of textured polycrystalline sample. In the experiment, two types of samples were prepared: i) c-axis textured sample and ii) random polycrystalline sample.

The thermal diffusivity was measured using the thermal flash method [82] and thermal conductivity is calculated using Eq. 2-41. Reported experimental sample densities (textured: 7882 kg m\(^{-3}\), random: 7590 kg m\(^{-3}\)) were lower than the theoretical value (8040 kg m\(^{-3}\)).

The thermal conductivity from the random sample is shown by filled circles and the textured sample with filled triangles in Fig. 6-11. It has been assumed in the experiment that the thermal conductivity along \(a\) and \(b\) axes is the same and is shown by filled
squares (a-b plane) in Fig. 6-11. Since the thermal conductivity along a and b axes is the same, Eq. 6-1 can be written as

\[
\kappa = \begin{bmatrix}
\kappa_{ab} & 0 & 0 \\
0 & \kappa_{ab} & 0 \\
0 & 0 & \kappa_{cc}
\end{bmatrix}
\]

If random polycrystalline sample has thermal conductivity \( \kappa_p \), it can be written in the form of axial thermal conductivities as:

\[
\kappa_p = \frac{1}{3}(2\kappa_{ab} + \kappa_{cc}) \tag{6-3}
\]

Since experimentally, \( \kappa_p \) and \( \kappa_{cc} \) is measured, \( \kappa_{ab} \) can be calculated as:

\[
\kappa_{ab} = \frac{1}{2}(3\kappa_p - \kappa_{cc}) \tag{6-4}
\]

The calculated data for thermal conductivity along a-b plane is shown as filled squares in Fig. 6-10. The thermal conductivity results from the experiment and simulation are in qualitative agreement. A theoretical discussion on thermal conductivity behavior over temperature gives the \( 1/T^n \) dependence. This temperature dependence corresponds to a decrease in thermal conductivity values with temperature for non metals.

An increase in the thermal conductivity at high temperatures (\( T > 800 \) K) is seen in Fig. 6-11. This is attributed to radiative component of the thermal transport. Contribution of this radiative component of heat transfer in BIT thermal conductivity increases the apparent thermal conductivity of the material beyond 800 K.

**Density Effect on Thermal Conductivity:** As explained in Section 6.1, low thermal conductivity materials are needed for TBC applications. The motivation behind
this analysis is to understand the factors contributing towards lowering the thermal conductivity of BIT and then to exploit them to reduce the thermal conductivity value even lower. Clarke has described, a minimum thermal conductivity value expression based on material’s elastic and structural properties [194]:

\[
\kappa_{\text{min}} \propto \frac{m^{2/3} \rho^{1/6} E^{1/2}}{M^{2/3}}
\]  

(6-5)

Where, \( M \) is the molecular mass, \( m \) is the number of atoms per molecule. The expression of 6-2, changes different atomic masses to effective mass and that leads to absence of optical phonons in the material. Overall effects of this assumption are unknown but this underestimates thermal conductivity.

As shown in experiment thermal conductivity (Fig. 6-11), even after the phase change in BIT, the thermal conductivity does not change much. This reflects the limited role of specific atomic arrangements on thermal conductivity in BIT. When the phonon mean free path is calculated in the limit of high temperature, it gives a value of 0.24 nm (half of interatomic spacing 0.46 nm) [20]. Since there is no ionic disorder present in the system and atomic disorder has a very limiting effect on thermal conductivity, the low thermal conductivity is attributed to the scattering of phonons from the superlattice of alternating pseudo-perovskite and \( \text{Bi}_2\text{O}_2 \) [20]. The density of \( \text{Bi}_2\text{O}_2 \) fluorite-like block is 11,397 kg m\(^{-3}\) and the thickness is 0.45 nm, whereas the perovskite block has a density of 6487 kg m\(^{-3}\) with a thickness of 1.21 nm. This density difference becomes larger in low temperature structure. Since MD simulation gives total control over structure and its features, the density effect can be easily probed. The effect of the density difference is investigated in a systematic manner.
In the BIT structure, the PP layer is less dense than the BO layer. A simple method to probe the density effect on thermal conductivity of BIT is described below:

1. The PP layer is made heavier by increasing the mass of Ti (HT)
2. The PP layer is made heavier by increasing the mass of Bi only in PP layer (PPB)
3. The BO layer is made lighter by reducing the mass of Bi in BO layer only (LB).

A simple schematic is shown below of the above methodology (Fig. 6-12). The density of BO and PP layers are denoted by \( d_1 \) and \( d_2 \), respectively. In the case of HT, the masses of the Ti in PP layer are artificially increased and since there is no Ti in BO layer, this captures the effect of mass only. The other two procedures, LB and PPB, involve changing mass of Bi only in BO layer or in PP layers that introduces two different kinds of Bi in the system. Thus these two scenarios include the effect of extra scattering sites along with the mass effect.

Figure 6-12. Schematic of method to investigate the density effect on thermal conductivity of BIT
At room temperature, all the above systems were compared for their respective values of thermal conductivity. Anisotropic nature of thermal conductivity allows us to choose between $x$, $y$ or $z$ axes thermal conductivity values to compare the effect of density on thermal conductivity. Thermal conductivity along the $z$ axis is expected to reflect the effect of density more than $x$ or $y$ axis. Since dependence along $x$ or $y$ axis is expected to be same. The effect of the density is captured along the $x$ and the $z$ axis. The temperature is set at 300 K for the comparison. A system size analysis is performed at $T=300 \text{ K}$ for the thermal conductivity in $x$ direction for all the systems and the comparisons are shown in Fig. 6-13.

Figure 6-13 shows a systematic system size dependence on all the systems along the $x$-axis, but it does not become clear what the effect of density on thermal conductivity is. After extracting the infinite thermal conductivity for all the systems, the result is shown in Table 6-3.

Figure 6-13. System size and density dependence of thermal conductivity for BIT
Table 6-5. Thermal conductivity variation for all 4 systems

<table>
<thead>
<tr>
<th>System</th>
<th>$\kappa$ (W/m-K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>5.63</td>
</tr>
<tr>
<td>LB</td>
<td>5.86</td>
</tr>
<tr>
<td>HT</td>
<td>5.78</td>
</tr>
<tr>
<td>PPB</td>
<td>7.16</td>
</tr>
</tbody>
</table>

The effect along the z-axis is more prominent as shown in Fig. 6-14. As expected, density difference is responsible for the low value of the thermal conductivity of BIT. Both the cases, PPB and HT increase the density of PP layer to be equal to the BO layer. If density was the only reason for the low value of thermal conductivity, the thermal conductivity increase should have been same for PPB and HT scenarios. The increase in the thermal conductivity is larger for HT case than PPB. The PPB scenario has two types of Bi in the system and that reflects as point defect in the system. The density increases the thermal conductivity value but presence of point defects lower the overall increase in the thermal conductivity. Whereas in HT, mass of all the Ti increases, thus no point defects are created in the system. That is why, a larger increase is observed in the case of HT than PPB and this absolute increase can be attributed to the density effect.
6.5 Conclusion and Future Study

Structural constraints and their effect on thermal transport properties are well documented and investigated by the MD simulation. A suitable potential parameter is chosen based on its performance to reproduce structural features of BIT.

Using the potential, anisotropy in thermal expansion was shown. The octahedron tilting was found to be temperature independent. Anisotropy in thermal conductivity qualitatively agreed with experimental investigation. Density difference between layers is attributed to the low value of thermal conductivity. A systematic investigation revealed the contribution of density effect and point defects on the thermal conductivity along the z-axis. No density effect was observed along the x axis. It can be concluded that by the introduction of point defects in the system, thermal conductivity can be lowered.
CHAPTER 7
GENERAL CONCLUSIONS

In this work, the molecular dynamics (MD) simulation method has been successfully used to investigate thermal transport in potential inert matrix fuel materials (MgO-NDZ and MgAl$_2$O$_4$) and thermal barrier coating material (Bi$_4$Ti$_3$O$_{12}$).

7.1 MgO-NDZ

As a candidate of inert matrix fuel, interfaces play a dominant role on thermal conductivity in composite systems. In this dissertation, it was determined that volumetric composition governs the thermal transport at very fine (<10 nm) grain size level for MgO-NDZ composite. The composite can have MgO-NDZ, MgO-MgO and NDZ-NDZ interfaces. Homogenous interfaces were investigated by simulating MgO and NDZ polycrystals separately. Using thermal conductivity values of polycrystals and single crystal, interface effects were computed for both materials. For very fine grain size, interface effects were comparable to the grain size, itself.

Due to the limitation of MD simulations, grain sizes were limited in tens of angstroms. Even with limited computational power, polycrystal thermal conductivity results were extrapolated for larger grain sizes and gave similar grain size dependence in comparison with the experiment results for YSZ [19].

Fidelity with experiment provides an additional tool to rectify the simulation data. Anharmonic analysis was used to quantify the fidelity of the interatomic interaction parameters of the simulation. Based on the difference from experiment for thermal expansion and bulk modulus, a correction term was calculated. The correction term quantified the deviation in thermal conductivity results for the material.
The study provides a key insight into the interface effects on thermal conductivity of MgO-NDZ composite. However, the study was limited to <10 nm grain size compared to micrometer size grains observed experimentally. Therefore, a systematic study with larger grain size of MgO, NDZ and MgO-NDZ system will provide additional insight into the thermal properties. Defects generally act as a barrier to thermal conduction. It will be interesting to capture the coupling of defect-grain boundary interactions on thermal conductivity of MgO-NDZ cencer.

7.2 MgAl2O4

With relative ease of formation of inverted structure (cation anti-site structure) in MgAl2O4 under neutron irradiation, effect on thermal and mechanical properties is an important issue. Experimentally temperature and inversion are interrelated, thus separating out one effect from another is extremely hard. Atomic-level simulation provided an ideal tool to capture the individual effects in the MgAl2O4 system.

Experimentally MgAl2O4 system has been characterized for $i<0.3$. Using MD simulation, the entire range of inversion ($i=0-1$) has been probed for thermal and mechanical properties. Thermal expansion has shown no variance for $i<0.5$ and decreases afterwards. Similarly, analysis on bulk modulus has shown no change for $i<0.5$ and increases for $i>0.5$.

Using the above response of inversion on thermal expansion and bulk modulus, thermal conductivity was predicted. Thermal conductivity values were also calculated independently for each inversion using non-equilibrium MD (using heat source, heat sink). Critical analysis of the thermal conductivity values calculated by both methods showed the inability of the existing model in capturing the inversion effect.
“Combinatorics analysis” method has been used to incorporate the inversion effect on thermal properties.

Additionally, experimental and simulation observations on lattice parameters of MgAl\(\text{2}\)O\(\text{4}\) has shown a decrease with inversion. However, the effect has not been properly characterized. For the first time, this study explained the reason for decrease of the lattice parameter with inversion. Besides, the study also presented a possible cation arrangement for 1 cation anti-site pair.

Another interesting question is to check whether the existing inversion enhances or reduces further disordering of the system. For \(i<0.5\), no change in further disorder of the system has been reported, however for \(i>0.5\), further disorder is facilitated. Low formation energy of additional anti-sites for \(i>0.5\) has been reported and explained through the formation of strain dipoles at inverted sites and simple reaction rate analysis model.

The present study has considered the arrangement of atoms in a spinel structure. However, defected rocksalt structure is also a possible arrangement of atoms for MgAl\(\text{2}\)O\(\text{4}\). Therefore, for a complete understanding of the thermo-elastic properties, it is essential to characterize and compare both spinel and defected rocksalt arrangements of MgAl\(\text{2}\)O\(\text{4}\). Similar to MgO-NDZ system, effect of interfaces on thermo-elastic properties can be characterized.

### 7.3 Bi\(\text{4}\)Ti\(\text{3}\)O\(\text{12}\)

Bi\(\text{4}\)Ti\(\text{3}\)O\(\text{12}\) (BIT), a layered perovskite material, is a candidate material for thermal barrier coating (TBC) applications. The layering in BIT alternates between Bi\(\text{2}\)O\(\text{2}\) and perovskite-like layers. Due to the presence of these layers, thermal conductivity results
in low values for BIT. This study focused on the fundamental understanding of the low value of the thermal conductivity of BIT.

An experimental study reported that the difference in the density of the layers guides the overall thermal conductivity of BIT [20]. In order to investigate the effect of density, simulations were performed by varying the mass of the cations in an appropriate manner. Due to the layered structure of BIT, anisotropy in thermal properties is reported in the literature. The current calculations also captured the anisotropic behavior in thermal conductivity and expansion.

Since BIT is a potential material for TBC applications mainly due to its low thermal conductivity, it is desired to further reduce its thermal conductivity. Characterization of the effects of intrinsic and extrinsic defects (like La [198]) on the thermal conductivity of BIT is essential. Diffusion of oxygen ion in BIT is also an important criterion for TBC application. Thus, characterization of ionic diffusion in BIT will provide a better understanding of the material for TBC application.

Overall, molecular dynamics is a very useful tool in characterizing atomic level details of various materials. This study successfully characterized the thermal transport properties of various oxide materials for their potential application as inert matrix fuel (MgO-NDZ, MgAl$_2$O$_4$) and thermal barrier coating (Bi$_4$Ti$_3$O$_{12}$).
LIST OF REFERENCES


[26] Ritter, "Modes of Heat Transfer:


166


BIOGRAPHICAL SKETCH

Priyank Shukla was born in Kanpur, UP, India. He received his Integrated Masters of Science in physics from Indian Institute of Technology (commonly known as IIT), Kanpur, India in 2002. It is a 5-year degree program that combines the basic training of both engineering and physical sciences. He came to the United States for his higher studies and joined the graduate program in Physics Department at University of Florida (UF), Gainesville, in Fall 2002. He received his Master of Science in Physics from UF in May 2005. After completion, he joined the doctoral degree under Prof. Simon R. Phillpot at UF, Gainesville. He received his Ph.D. in materials science and engineering from the University of Florida in the summer of 2010.